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USC Viterbi

L ogistics / Announcements

Apr 3: Prompting LLMs HW4 Due

Apr 8: PROJECT DISCUSSIONS

Apr 10: Aligning LLMs

Outro and Project Presentations

Apr 15: Putting it all together No Additional Readings
Apr 17
Apr 22
Apr 24
Apr29:  No Class
May 1: PROJECT FINAL REPORT
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USC Viterbi

Logistics / Announcements

® Today: HW4 due
® Next Monday: Flipped
Classroom / Project

Discussions
® From now till the end of the

semester, time to work on the
final project

Apr 3:
Apr 8:

Apr 10:

Prompting LLMs

PROJECT DISCUSSIONS

Aligning LLMs

Outro and Project Presentations

Apr 15:

Apr 17:
Apr 22:
Apr 24
Apr29:

May 1:

Putting it all together

PROJECT PRESENTATIONS

PROJECT PRESENTATIONS

PROJECT PRESENTATIONS

No Class BEIh\d7/33%

PROJECT FINAL REPORT

HW4 Due

No Additional Readings
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Lecture Outline

® Recap: Modern Generation Algorithms
® Evaluating Generations
® Prompting and Instruction Tuning (Guest Lecture by Qinyuan Ye)



SC Viterbi

Modern Generation:
Sampling



CSCI 499 Spring 2024: Language Models in NLP USC\/ltﬁfbl
Pure / Ancestral Sampling

® Sample directly from P, y, ~ P (W) = 6XP(SW)

® Still has access to the entire vocabulary / / exn(.S
veV POy

® But if the model distributions are of low quality, generations

will be of low quality as well
® Often results in ill-formed generations
® No guarantee of fluency

® Even if most of the probability mass in the distribution is Hewanted = m == bathroom
to go to the

over a limited set of options, the tail of the distribution could

be very long and in aggregate have considerable mass

® Many tokens are probably really wrong in the current

context. Yet, we give them individually a tiny chance to be
selected.

® But because there are many of them, we still give them as a
group a high chance to be selected
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TO p_K S a m p | I n 9 > wevi . P(w]“The”) = 0.68

e

® Problem: Solution: Top-K sampling
® Only sample from the top K tokens in the probability

distribution 1
® Common values are K = 50 P(w|“The”)
. . . S weri . Pw]“The”, “car”) = 0.99
® |ncrease K yields more diverse, but risky outputs o
'z N
® Decrease K yields more safe but generic outputs
Heavy-tailed
- [ == | I o distributions
shesaldl ; “ 1 mevey S%/E 1 ate th.e izza while it was still " ft ﬁ:
Wa:zeljt Narrow Wamc‘?f:g: o _ 'T : - 1 -
Distribution liked Distribution ?:;E::g: rives IS turns stops down a not the sma to
got [ : P(w CCThe”’ Cécar”)
Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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CSCI 499 Spring 2024: Language Models in NLP
Top-K Sampling .. e
N
® Problem: Solution: Top-K sampling
® Only sample from the top K tokens in the probability
distribution 1
® Common values are K = 50 P(w|“The”)
D weVig,x P (w|“The”, “car”) = 0.99

We can do better than having one-
— ~

® Increase K yields more ¢ gjze-fits-all: a fixed K for all contexts
® Decrease K yields more W
Heavy-tailed

i | distributions

N ——————————— tho ght
knewg W5 m.
saw [
e sai . " never heatin 9'
fresh |
/I
not the small told

did Il
cold |
drives is turns stops down a

CCThe” : Cécar77 )

Sh d I
aid [
wanted [0
told [ Narrow warmi 9|
Distribution liked | ! Distribution e
got [ gl P(w
Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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Nucleus (Top-P) Sampling

® Problem: The probability distributions we sample from are dynamic
® \When the distribution P, is flatter, a limited K removes many viable options

® \When the distribution P, is peakier, a high K allows for too many options to have a
chance of being selected

® Solution: Nucleus Sampling / Top-P sampling

® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is
concentrated)

® \aries K depending on the uniformity of P,

Holtzman et al., ICLR 2020

B ania
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Nucleus (Top-P) Sampling

® Solution: Top-P sampling

® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is concentrated)

® \aries K depending on the uniformity of P,

Ptl(Yt =w [{ y}<¢) Ptz()’t =w [{ ¥}<t) Ptg(:Vt =w [{ ¥}<¢)

El E—1

3 Holtzman et al., ICLR 2020
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Temperature Scaling Py = ) = S
| ey EXD(S,)

® Recall: On timestep 7, the model computes a prob distribution P,

by applying the softmax function to a vector of scores s € R/
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Temperature Scaling Py = ) = S
| ey EXD(S,)

® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R

® \We can apply a temperature hyperparameter 7 to the softmax to
rebalance P,

exp(s,,/7)

PO =w) = Zvevexp(Sv/T)
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Temperature Scaling

® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R/

® \We can apply a temperature hyperparameter 7 to the softmax to
rebalance P,

exp(s,,/7)
2oy EXP(S,/7)

® Raise the temperature 7 > 1: P, becomes more uniform

P(y, =w) =

® More diverse output (probability is spread around vocab)

0.4 -

)
o

P(y,=w) =

USC Viterbi

exp(s,,)
2 ey €XP(S,)

1 —e— 0.00
0.50
| —e— 100
-~ 150
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Temperature Scaling

® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R/

® \We can apply a temperature hyperparameter 7 to the softmax to
rebalance P,

exp(s,,/7)
2oy EXP(S,/7)

® Raise the temperature 7 > 1: P, becomes more uniform
® More diverse output (probability is spread around vocab)

P(y, =w) =

® [ ower the temperature 7 < 1: P, becomes more spiky
® | ess diverse output (probability is concentrated on top words)
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o
o
'

P(y,=w) =

USC Viterbi
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Temperature Scaling xp(S,)

Py, =w) = ——
=) Y <y EXD(S,)
® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R"! ..
® \We can apply a temperature hyperparameter 7 to the softmax to °* i ggg /
rebalance P, :j
Py, = w) = exp(s,,/7)
2oy EXP(S,/7)
® Raise the temperature 7 > 1: P, becomes more uniform Temperature is a
® More diverse output (probability is spread around vocab) hyperparameter for
® Lower the temperature 7 < 1: P, becomes more spiky decoding: It can be

® | ess diverse output (probability is concentrated on top words)  tuned for both beam

search and sampling.
T —
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Modern Decoding: Takeaways

® Natural language distributions are very peaky but the softmax function assigns probabilities
to all tokens in the vocabulary
® Hence we need approaches to truncate / modity the softmax distribution
® Ancestral, Top-k, Top-p (Nucleus), Temperature
® All sampling methods above can be combined with Temperature Scaling

Which algorithm f o

Next: Evaluating Generations
e —

10
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Evaluation Strategies

Ref: They walked to the grocery store ..

A\ NN

Gen: The woman went to the hardware store .

12
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Gen: The woman went to the hardware store .
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Evaluation Strategies

® With Reference Ref: They walked to the grocery store .

® | exical Matching

® Semantic Matching \\ ‘\'\
® Without Re,ference Gen: The woman went to the hardware store.

® Perplexity

® Model-Based Metrics

® Advanced: Distributional Matching

® Simplest, Most Reliable Strategy to-date: Human Evaluation

® Even simpler and least reliable: Auto Evaluation

12
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Reterence-Based Metrics
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A\ NN

Gen: The woman went to the hardware store..
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A\ NN

Gen: The woman went to the hardware store.

® Only possible for close-ended generation tasks
® Compute a score that indicates the lexical similarity between generated and gold-
standard (human-written) text
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Reterence-Based Metrics

Ref: They walked to the grocery store .

A\ NN

Gen: The woman went to the hardware store.

® Only possible for close-ended generation tasks
® Compute a score that indicates the lexical similarity between generated and gold-
standard (human-written) text

® Fast and efficient and widely used
® n-gram overlap metrics (e.g., BLEU, ROUGE, etc.)

13
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BLEU

Papineni et al., 2002
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BLEU

® Stands for Bilingual Evaluation Understudy

Papineni et al., 2002
14 e e ——————SN
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® Stands for Bilingual Evaluation Understudy
® BLEU compares the machine-written translation to one or several human-written
translation(s), and computes a similarity score based on:

Papineni et al., 2002
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® Stands for Bilingual Evaluation Understudy
® BLEU compares the machine-written translation to one or several human-written
translation(s), and computes a similarity score based on:
® Geometric mean of n-gram precision (usually for 1, 2, 3 and 4-grams)
® Plus a penalty for too-short system translations
® BLEU is useful but imperfect
® There are many valid ways to translate a sentence
® So a good translation can get a poor BLEU score because it has low n-gram overlap

with the human translation
® Precision-based metric

Papineni et al., 2002
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® True Positives, True Negatives, False Positives and False Negatives

. . [P Of all the items in the prediction, how many match the
Precision =
TP + FP ground truth
1P Of all the items in the ground truth, how many are
Recall = .
TP + FN correctly predicted
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P+R
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Precision, Recall and F-1

® True Positives, True Negatives, False Positives and False Negatives

. . [P Of all the items in the prediction, how many match the
Precision =
TP + FP ground truth
1P Of all the items in the ground truth, how many are
Recall = .
TP + FN correctly predicted

2 * PR . —
F, = Harmonic Mean of Precision and Recall

P+R

Different value for different classes!

15
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® Bl EU score for a corpus of candidate translation sentences is a function of
® the n-gram word precision over all the sentences

Papineni et al., 2002




CSCI 499 Spring 2024: Language Models in NLP USC\flterbl
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® Purely precision-based rather than combining precision and recall.

® Bl EU score for a corpus of candidate translation sentences is a function of
® the n-gram word precision over all the sentences
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BLEU: Details

® Purely precision-based rather than combining precision and recall.

® Bl EU score for a corpus of candidate translation sentences is a function of
® the n-gram word precision over all the sentences
® combined with a brevity penalty computed over the corpus as a

whole.
® Consider a corpus composed of a single sentence

Papineni et al., 2002
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® Purely precision-based rather th

BLEU: Details

an combining precision and recall.

® Bl EU score for a corpus of candidate translation sentences is a function of

® the n-gram word precision over all the sentences

® combined with a brevity penalty computed over the corpus as a

whole.
® Consider a corpus composed o
® The unigram precision for t

- a single sentence

nis corpus is the percentage of unigram

tokens in the candidate translation that also occur in the reference

translation, and ditto for bigrams and so on, up to 4-grams

16
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® Purely precision-based rather th

BLEU: Details

an combining precision and recall.

® Bl EU score for a corpus of candidate translation sentences is a function of

® the n-gram word precision over all the sentences

® combined with a brevity penalty computed over the corpus as a

whole.
® Consider a corpus composed o
® The unigram precision for t

- a single sentence

nis corpus is the percentage of unigram

tokens in the candidate translation that also occur in the reference

translation, and ditto for bigrams and so on, up to 4-grams

® |t computes this n-gram precision for unigrams, bigrams, trigrams,

and 4-grams and takes the

16

geometric mean

Papineni et al., 2002

B e e

USC Viterbi



CSCI 499 Spring 2024: Language Models in NLP USC\/ltefbl
BLEU: Details

® Purely precision-based rather than combining precision and recall.

® Bl EU score for a corpus of candidate translation sentences is a function of
® the n-gram word precision over all the sentences
® combined with a brevity penalty computed over the corpus as a

whole.
® Consider a corpus composed of a single sentence

® The unigram precision for this corpus is the percentage of unigram
tokens in the candidate translation that also occur in the reference
translation, and ditto for bigrams and so on, up to 4-grams
® |t computes this n-gram precision for unigrams, bigrams, trigrams,
and 4-grams and takes the geometric mean
® Because BLEU is a word-based metric, it is very sensitive to word
tokenization, making it impossible to compare ditterent systems if they

rely on different tokenization

Papineni et al., 2002
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BLEU: Example

Reference translation 1:
.S. island of Guam is maintaining
a high_state of alert(after the JGuam
airport @andljts offices both\received an
e-mail fromsomeone calling\himself
3sama bin baden
sal/chemieal

Reference translation 2:
Guam International Airport and its)
offices are mai Ing a high state of

gSinessman
eatened to

hlne ansiation:

\‘

arican [?7]linfefnational airpg

he pffice-dll receives ot

A' ”..

\\\.-‘l~.-

senas-a

aftepfpublie’

] s et | BT o |
= 'W.\* Eg/Sble

airportito

Reference translation 3:
The US International Airport of &
and its office has received-dan eprail
from a self-claimed . Arabian mAfllionaire
named Laden(, which threatens to
launch a biochemical atjdck on such
public places as airport . Guam
authority has been pn)alert .

Papineni et al., 2002

DR —

Reference.translation 4:

Guam International Airport and its
officereceived an.email from Mr. Bin
Laden and_other [rich)businessman
from Saudi Arabia . They said there
would be(biochemistry Jair raid to Guam
Airport and other public places . Guam
needs to be in high precaution about
this matter .

ST
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- ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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ROUGE

® Stands for “Recall-Oriented Understudy for Gisting Evaluation”

- ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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® Stands for “Recall-Oriented Understudy tor Gisting Evaluation”

® Originally created for evaluating automatic summarization as well as machine translation

ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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® Stands for “Recall-Oriented Understudy tor Gisting Evaluation”

® Originally created for evaluating automatic summarization as well as machine translation
® Comparing an automatically produced summary or translation against a set of reference
summaries (typically human-produced)

ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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® Stands for “Recall-Oriented Understudy tor Gisting Evaluation”

® Originally created for evaluating automatic summarization as well as machine translation

® Comparing an automatically produced summary or translation against a set of reference
summaries (typically human-produced)

® [our variants:

® ROUGE-N
® ROUGE-L
® ROUGE-S
® ROUGE-W

- ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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ROUGE: Details

' ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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ROUGE: Detalils

® ROUGE-N: measures unigram, bigram, trigram and higher order n-gram overlap
® n-gram recall between a candidate summary and a set of reference summaries

ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)

19 e —
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ROUGE: Detalils

® ROUGE-N: measures unigram, bigram, trigram and higher order n-gram overlap
® n-gram recall between a candidate summary and a set of reference summaries
® ROUGE-L: measures longest matching sequence of words using LCS.
® Does not require consecutive matches but in-sequence matches that reflect sentence
level word order.
® Since it automatically includes longest in-sequence common n-grams, you don’t need a
predefined n-gram length.

9 ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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ROUGE: Detalils

® ROUGE-N: measures unigram, bigram, trigram and higher order n-gram overlap
® n-gram recall between a candidate summary and a set of reference summaries
® ROUGE-L: measures longest matching sequence of words using LCS.
® Does not require consecutive matches but in-sequence matches that reflect sentence
level word order.
® Since it automatically includes longest in-sequence common n-grams, you don’t need a
predefined n-gram length.
® ROUGE-S: Is any pair of words in a sentence in order, allowing for arbitrary gaps.
® Also be called skip-gram concurrence.
® For example, skip-bigram measures the overlap of word pairs that can have a maximum
of two gaps in between words. As an example, for the phrase “cat in the hat” the skip-
bigrams would be “cat in, cat the, cat hat, in the, in hat, the hat”.

9 ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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ROUGE: Detalils

® ROUGE-N: measures unigram, bigram, trigram and higher order n-gram overlap
® n-gram recall between a candidate summary and a set of reference summaries
® ROUGE-L: measures longest matching sequence of words using LCS.
® Does not require consecutive matches but in-sequence matches that reflect sentence
level word order.
® Since it automatically includes longest in-sequence common n-grams, you don’t need a
predefined n-gram length.
® ROUGE-S: Is any pair of words in a sentence in order, allowing for arbitrary gaps.
® Also be called skip-gram concurrence.
® For example, skip-bigram measures the overlap of word pairs that can have a maximum
of two gaps in between words. As an example, for the phrase “cat in the hat” the skip-
bigrams would be “cat in, cat the, cat hat, in the, in hat, the hat”.
® ROUGE-W: Weighted Longest Common Subsequence

ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)

19




CSCI 499 Spring 2024: Language Models in NLP USC\[ltGI'bl
Evaluating Generation: Other Options

20



CSCI 499 Spring 2024: Language Models in NLP USC\[ltGI'bl
Evaluating Generation: Other Options

® Perplexity!

20



CSCI 499 Spring 2024: Language Models in NLP USC\/ltGI'bl
Evaluating Generation: Other Options

® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)

20



CSCI 499 Spring 2024: Language Models in NLP USC\/ltGI'bl
Evaluating Generation: Other Options

® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)

® Use |learned representations of words and sentences to compute semantic similarity
between generated and reference texts

20



CSCI 499 Spring 2024: Language Models in NLP USC\/ltGI'bl
Evaluating Generation: Other Options

® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)
® Use |learned representations of words and sentences to compute semantic similarity
between generated and reference texts

® No more n-gram bottleneck because text units are represented as embeddings!

20



CSCI 499 Spring 2024: Language Models in NLP USC\/ltGI'bl
Evaluating Generation: Other Options

® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)
® Use |learned representations of words and sentences to compute semantic similarity
between generated and reference texts

® No more n-gram bottleneck because text units are represented as embeddings!
® The embeddings are pretrained, distance metrics used to measure the similarity can

be fixed

20



CSCI 499 Spring 2024: Language Models in NLP USC\/ltGI'bl
Evaluating Generation: Other Options

® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)
® Use |learned representations of words and sentences to compute semantic similarity
between generated and reference texts

® No more n-gram bottleneck because text units are represented as embeddings!
® The embeddings are pretrained, distance metrics used to measure the similarity can

be fixed

® Automatic metrics fall short of matching human decisions

20



CSCI 499 Spring 2024: Language Models in NLP USC\/ltGI'bl
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® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)
® Use |learned representations of words and sentences to compute semantic similarity
between generated and reference texts

® No more n-gram bottleneck because text units are represented as embeddings!
® The embeddings are pretrained, distance metrics used to measure the similarity can
be tixed
® Automatic metrics fall short of matching human decisions
® So, Human Evaluation!
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® Ask humans to evaluate the quality of generated text

u.U

P L
Mu 2 .m.

2



2
g
£
A
=

CSCI 499 Spring 2024: Language Models in NLP

Human Evaluation

® Ask humans to evaluate the quality of generated text

® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,

commonsense, etc.
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® Ask humans to evaluate the quality of generated text

® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,

commonsense, etc.
® Mostly done via crowdsourcing
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Human Evaluation

® Ask humans to evaluate the quality of generated text
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commonsense, etc.

® Mostly done via crowdsourcing

® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
® Human judgments are regarded as the gold standara
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® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara
® Of course, we know that human eval is slow and expensive
® Beyond the cost of human eval, it's still far from pertect: .
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® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara
® Of course, we know that human eval is slow and expensive
® Beyond the cost of human eval, it's still far from pertect:
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® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara ,
® Of course, we know that human eval is slow and expensive a
® Beyond the cost of human eval, it's still far from pertect:
® Humans Evaluation is hard:
® Results are inconsistent / not reproducible
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® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara ,
® Of course, we know that human eval is slow and expensive a
® Beyond the cost of human eval, it's still far from pertect:
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® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara .
® Of course, we know that human eval is slow and expensive 3
® Beyond the cost of human eval, it's still far from pertect:
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® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara .
® Of course, we know that human eval is slow and expensive 3
® Beyond the cost of human eval, it's still far from pertect:
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® Humans Evaluation is hard: Ww: o
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® Results are inconsistent / not reproducible Uin
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® Can be subjective! &0

® Misinterpret your question S84
® Precision not recall w
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AlpacaFarm: A Simulation Framework for
Methods that Learn from Human Feedback

Yann Dubois* Xuechen Li* Rohan Taori* Tianyi Zhang* Ishaan Gulrajani

Stanford Stanford Stanford Stanford Stanford
Jimmy Ba Carlos Guestrin Percy Liang Tatsunori B. Hashimoto
University of Toronto Stanford Stanford Stanford
Annotator: @ Human prer e Trainer p2™ e Evaluator p&% e GPT4 pSrr
0.8 - Spea rman Correlation: 0.98 Figure 3: The ranking of methods trained and Model: m Human pres & Simulated psim e GPT4 A ChatGPT @ DavinciO03
R2 =0.87 evaluated in AlpacaFarm matches that of meth-
0.7- - P ds trained and evaluated in the human-based : :
o Vs SLREHEE ARG Va1 - " o Figure 4: Our simulated annotators are cheap and have a
C 0.6+ pipeline. Each point represents one method M 3 A high agreement with human annotators. We show price (x-
k= 0.5 - (e.g. P PO)- T‘he x-axis shows the su?\gllated QE) 0.66 - - 0 axis) vs agreement (y-axis) as measured by each annotator’s
= evaluation (win-rates measured by pgp,) on 05), i o0 agreement with the majority vote among 3 human annota-
< 0.4- methods trained in simulation Msin. The y-axis © tions. Grey points are all simulated annotators in the pool,
c shows human evaluation (win-rates measured v 0637 A 7N .
0.3+ . . O . the green 9 shows the resulting pool of annotators (used
- DY Phuman) On methods trained with human feed- g A o . @ .
T 0.2 - back Mjuman. Gray points show models that we < 0.60- . e for evaluat-lon), the orange ‘S!'IOWS the same pool with
' did not train, so their = and y values only differ © A random noise added during training. This does not change
0.1- P in the evaluation (simulated Vs human). With- g o O the implied reward function from ’, but makes the learning
0.0 l ' l | ; ' — out those points, we have R? = 0.83 and a T 0.574, . T — T problem more challenging. The blue B shows the average of
01 02 03 04 05 06 0.7 0.8 Spearman Correlationof(0.94. 10 $/1 01(())0 oxam Ieslo human annotators, and the red @ shows a single low variance
Simulated Win-rate P GPT-4 annotator analyzed below.
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AlpacaFarm: A Simulation Framework for

Methods that Learn from Human Feedback Cheap and theoretically consistent with

human evaluation. BUT... reliability?
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® Compare human / natural language
distributions to model-generatead
language distributions
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® Once trained, language models can be very powertul
® The power only increases with scale
® So much so that most of our tasks in natural language can be seen as sequence
completion tasks
® Decoding Algorithms thus play a critical role
® Prompting (or In-Context / Few-Shot Learning): the ability to do many tasks with no
gradient updates and no / a few examples, by simply:
® Specifying the right sequence prediction problem
® You can get interesting zero-shot behavior if you're creative enough with how you

specify your task!

Next: Prompting and Instruction Tuning (Guest Lecture)
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Prompting and Instruction Tuning

Qinyuan Ye (ginyuany@usc.edu)

CSCl 499
Apr 3, 2024
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Outline

e Recap on pre-trained transformers
e Overview

e Prompting
o Zero-shot and few-shot prompting
o Scratchpad, chain-of-thought prompting and beyond
o Automatic prompt engineering
e Instruction Tuning
o Supervised fine-tuning (SFT)

o Reinforcement learning from human feedback (RLHF)
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Recap on pre-trained transformers

Encoder Decoder Encoder-decoder
Architecture
Objective masked language modeling next-token prediction denosing
Examples BERT GPT-2/3/4 T5/BART

T can generate text! T
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Model Output




Recap on pre-trained transformers

[ GPT } Adios.

Model Output

They can follow instructions quite well!



Recap on pre-trained transformers

[ GPT } Adios.

Model Output

To improve the output quality...
We can either change the or the model weights

T

Instruction Tuning



Overview

Prompting Instruction Tuning

Translate English to French: task description

Poundland store on Whymark Avenue [...] How

The picture appeared on the wall of a
would you rephrase that in a few words?

cheese => prompt

Analysis Graffiti artist Banksy
is believed to be

behind [...]

Review: We came here on a Saturday night
and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

Translate English to French: task description Question

I know that the answer to “What team did
sea otter => loutre de mer examples the Panthers defeat?” is in “The Panthers
finished the regular season [...]". Can

you tell me what it is?

eppermint => menthe poivrée
pepe P Multi-task training

lush giraf iraf Tiich e A
ol b St Natural Language Inference

Suppose “The banker contacted the professors
cheese => prompt [ and the athlete”. Can we infer that "The
banker contacted the professors"?
“Language Models are Few-Shot Learners” “Multitask Prompted Training Enables Zero-Shot Task Generalization”

(Brown et al., 2020) (Sahn et al., 2022)



Overview

Prompting Instruction Tuning

We write instructions that models can understand. We train models to understand our instructions better.



Zero-shot prompting

You have a decoder LM, pre-trained to do next-token prediction.

You can use it directly for ...

. Translate English to French:
Translation Cheese => Fromage

USC launches a $1B-plus initiative
for computing including
advanced computation ...
Summary: <summary>

Summarization

Movie Review
Classification

Question
Answering

No reason to watch. It was terrible

Q: What does USC stand for?
A: University of Southern California



Few-shot prompting

Few-shot
Zero-shot
Translate English to French: task description
Translate English to French: task description sea otter => loutre de mer examples
cheese => prompt peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

“Language Models are Few-Shot Learners” (Brown et al., 2020)



Empirical results

SuperGLUE is a suite of challenging
natural language understanding tasks.

Few-shot prompting can matches with
fine-tuning BERT.

But still worse than the best fine-tuned
model.

In-Context Learning on SuperGLUE
—®— Few-shot GPT-3 175B

80

50

40
01234 8 16 32

Number of Examples in Context (K)

“Language Models are Few-Shot Learners” (Brown et al., 2020)
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Why does prompting work well?

inner loop

outer loop

Learning via SGD during unsupervised pre-training N
= 5 =
5+ 8 =13 8 gaot => goat 8 thanks => merci 8
= —] =]
d — d
74+2=9 (4] sakne => snake ] hello => bonjour ]
~* G ~*
o o o
1T+0 =1 o brid => bird Y mint => menthe Y
- - -
3, =, 3,
3 = 3
3+4=7 (7=} fsih => fish «Q wall => mur Q
5+9 =14 dcuk => duck otter => loutre
9 +8 =17 cmihp => chimp bread => pain
A 4 y/ /

sequence #1

sequence #2

sequence #3

The pre-train corpus contains sequences like these

“Language Models are Few-Shot Learners” (Brown et al., 2020)




Why does prompting work well?

- 105 BEST Trivia Questions I~ X +

e % ®

Answer: World Wide Web

Contents 2. How long is an Olympic swimming pool (in meters)?
Looking for a Fun and

. iio
Engaging Way to Play Trivia? Answer: 50 meters

General Trivia Questions

Food and Drink Trivia 3. What countries made up the original Axis powers in World War I1?
Questions
Entertainment Trivia Questions Answer: Germany, ltaly, and Japan

Sports Trivia Questions

Kid-Friendly Trivia Questions 4. Which country do cities of Perth, Adelade & Brisbane belong to?
Geography Trivia Questions

Animal Trivia Questions Answer: Australia

Science Trivia Questions

Funny Trivia Questions 5. What geometric shape is generally used for stop signs?

How to Play Trivia
Frequently Asked Questions Answer: Octagon

That" !
at's a wrap! 6. What is "cynophobia"?

Answer: Fear of dogs

7. What punctuation mark ends an imperative sentence?

Answer: A period or exclamation point

The pre-train corpus contains sequences like these

https://www.quizbreaker.com/blog/trivia-questions



Why does prompting work well?

In the sequence [A][B]...[A],
Some attention heads increase the likelihood of [B]
when predicting the next word

attention

Random Tokens mpeat of Rm
Category 40 ids node- Category 40 ids _

prefix of attended-to-token Attended to-token is copied. The corresponding
= current token logit] is increased for the next token.

“In-context Learning and Induction Heads” (Olsson et al., 2022)



Why does prompting work well?

Say you read a detective novel. It's like complicated
plot, a storyline, different characters, lots of events,
mysteries like clues, it's unclear.

Then, let’s say that at the last page of the book, “okay,
I'm going to reveal the identity of whoever committed
the crime and that person’s nameis ...”

llya Sutskever, OpenAl

Next-token prediction requires deep understanding and reasoning.

“Fireside Chat with llya Sutskever and Jensen Huang: Al Today and Vision of the Future” [Video]


https://www.youtube.com/watch?v=-yquJiNKlAE

Fine-tuning vs. prompting

Fine-tuning

e Train model weights on examples
e Canlearn from alarge training set
e Inference sequence is short
o Justtheinput
e Typically works with smaller LMs
o <3B
e One specialized model for each task

Zero-shot/Few-shot Prompting

Does not update model weights
Usually uses <32 examples
Inference sequence is long
o  Few-shot examples + the input
Typically works with larger LMs
o >10B
One fixed model for many task



Limitation 1

Accuracy is sensitive to prompt design

Review: Subpar acting. Stars: 0
Review: Beautiful film. Stars: 5
Review: Amazing. Stars:

Format
#10

=i Input: Subpar acting. Sentiment: negative
Input: Beautiful film. Sentiment: positive f
i Input: Amazing. Sentiment: < 701
s g5+ T
Prombt format Subpar acting. | hated the movie. < X
P Beautiful film. [EEREEE —= §_
: ~ =
S Amazing. 5’
. (V2] 55
% L]
- N
\

Slides adapted from “Calibrate Before Use: Improving Few-Shot Performance of Language Models” (Zhao et al., 2021) [slides]


https://www.ericswallace.com/slides_and_posters/calibration_slides.pdf

Limitation 1

Accuracy is sensitive to prompt design

in-context example
permutation

in-context example
selection

Example #1 [(Bample®2_] Example #4
[ Bampic¥2_| [ Example#l | " Example #3 |
Example #3 [(Bamgle#3 ] [ Eamgle 22 :>
s | [ g ®i |
Prompt #1 Prompt #2 Prompt #24
] All 24 Permutations
Example #1
Example #2
Example #3
Example #4
Training Set Training Set Training Set
#1 #2 #10

©o
o
M

=]
(=]
1

SST-2 Accuracy (%)
o -
=) =}

w
o
1

I 2: 8 4 &
Training Set ID

Slides adapted from “Calibrate Before Use: Improving Few-Shot Performance of Language Models” (Zhao et al., 2021) [slides]



https://www.ericswallace.com/slides_and_posters/calibration_slides.pdf

Limitation 1

Accuracy is sensitive to prompt design

Prompt format in-context example selection in-context example permutation

Common token bias Majority label bias Recency bias

Solution: contextual calibration



Solution: contextual calibration

Step 1: Estimate the bias

Insert “content-free” test input into prompt

Input: Subpar acting. Sentiment: negative
Input: Beautiful film. Sentiment: positive
Input: N/A Sentiment:

Get model’s prediction

positive
negative | 0.35

Step 2: Counter the bias

“Calibrate” predictions with affine transformation

g = softmax(Wp + b)

Calibrated probs Original probs

Fit W and b to cause uniform prediction for “N/A”

1
—— 0 0
W | 065 b=
1
O 035 0

Slides adapted from “Calibrate Before Use: Improving Few-Shot Performance of Language Models” (Zhao et al., 2021) [slides]


https://www.ericswallace.com/slides_and_posters/calibration_slides.pdf

Limitation 2

Are these models really learning in-context?

Prompt

right labels

Language Model

f

Input: Subpar acting. Sentiment: negative
Input: Beautiful film. Sentiment: positive

Input: Amazing. Sentiment: positive

Prompt

random labels
(perhaps wrong labels)

Language Model

f

Input: Subpar acting. Sentiment: positive
Input: Beautiful film. Sentiment: negative

Input: Amazing. Sentiment: positive

... The model can still get it right?!

“Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?” (Min et al., 2022)




Limitation 2

Are these models really learning in-context?

[ No Demos [ Demos w/ gold labels i Demos w/ random labels

o Classification
60 W No Demos [ Demos w/ gold labels % Demos w/ random labels
~ 55
X
= 5
b
& 45
3
G4
23

MetalCL (774M) GPT] (6B) GPT-3 (175B)
75 Multi-choice
70 W No Demos " Demos w/ gold labels #8 Demos w/ random labels
65
x
=60
o
© 55
é 50
<45

'S
S

w
a

MetalCL (774M) GPT-] (6B) GPT-3 (175B)

“Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?” (Min et al., 2022)



Limitation 2

Are these models really learning in-context?

Demonstrations Distribution of inputs Label space
Circulation revenue has increased by 5% in Finland. \n Positive
Format
Panostaja did not disclose the purchase price. \n Neutral (Th e use
Paying off the national debt will be extremely painful. \n Negative Of pairs)
Test example Input-label mapping

The acquisition will have an immediate positive impact. \n s

“Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?” (Min et al., 2022)



Limitation 2

Are these models really learning in-context?

Demonstrations Distribution of inputs Label space

Circulation revenue has increased by 5% in Finland. \n Positive

Format
Panostaja did not disclose the purchase price. \n Neutral (Th e use
Paying off the national debt will be extremely painful. \n Negative Of pairs)

Test example Input-label mapping Y

The acquisition will have an immediate positive impact. \n s

“Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?” (Min et al., 2022)



Limitation 2

Are these models really learning in-context?

PalLM Codex
100 100 * Gaps are smaller with larger models
90 90 |-
80 80 |-
L 70 70 [J Semantically-unrelated targets (SUL-ICL)
> 60} 60 {-
g‘ 50 I 50 - B Natural language targets (regular ICL)
3 40| 40 |-
2 30 30 |-
20 20 | -
10 10 . °T
0 0 Maybe larger LMs are able to do this &-;

8B 62B 540B c-c-1 c-d-1 c-d-2

“Larger language models do in-context learning differently” (Wei et al., 2023)



Limitation 2

Are these models really learning in-context?

s no demo 25% -, 75% random label
0% mw 50% EEE 100%
100
90 -
80 1
70 A
> 60
©
5 50
S
< 40 A
ouy . g
0 Maybe it's task specific?
201
10 A
04
GPT-) GPT-) GPT-3 GPT-3
SST2 hate_speech18 SST2 TREC

Figure 1: A demonstration of cases where the effect
of the ground-truth label in in-context learning is much
more significant than the aggregated results reported by
Min et al. (2022b).

“Ground-Truth Labels Matter: A Deeper Look into Input-Label Demonstrations” (Yoo & Kim et al., 2022)

=
(]



What are LLMs not good at (yet)?

Accuracy

100

80

D
o

S
S

20

Arithmetic (few-shot)

Two Digit Addition
Two Digit Subtraction
Three Digit Addition
Three Digit Subtraction
Four Digit Addition
Four Digit Subtraction
Five Digit Addition

Five Digit Subtraction
Two Digit Multiplication
Single Digit Three Ops

—
—— —
04B 08B 1.3B 26B 6.7B 13B 175B

Parameters in LM (Billions)

5

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

\_ _J

A: The answer is 27. x

When the task is complex, the model may benefit from ...

e producing necessary intermediate steps to derive the answer

e having extra “thinking” time



Scratchpad prompting

Polynomial Evaluation

Input:
Evaluate -7xx*x2 + 7%x + 5 at x = 1

Target:
<scratch>
=T*x*%2: -7
7*x: 7
55
</scratch>
total: 5

Table 1: Results for polynomial evaluation
task. Scratchpad outperforms direct predic-
tion whether using fine-tuning or few-shot.

Few-shot Fine-tuning

Direct prediction  8.8% 31.8%
Scratchpad 20.1% 50.7 %

“Show Your Work: Scratchpads for Intermediate Computation with Language Models” (Nye et al., 2021)



Chain-of-thought prompting

Grade-school math problems

Standard Prompting Chain-of-Thought Prompting Finetuned GPT-3 175B
. Modelinput | ~, ~ CHedsinpT) E Prior best
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of . :
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many D PalLM 540B: star{dard promptmg )
tennis balls does he have now? tennis balls does he have now? B PaLM 540B: chain-of-thought prompting
A: The answer is 11. A: 100
The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to ? 80 L
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to @,
do they have? make lunch and bought 6 more, how many apples o
/| dothey have? = 60 [
N J =
o -l
(— 3
A: The answer is 27. x ) A 20 |-
The 0
answeris 9. ¢/
\_ Math Word Problems (GSM8K)

“Chain-of-Thought Prompting Elicits Reasoning in Large Language Models” (Wei et al., 2022)



Chain-of-thought prompting

(d) Zero-shot-CoT (Ours)

ﬁ): A juggler can juggle 16 balls. Half of the balls are golf ballsx
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf

balls. That means that there are 8 golf balls. Half of the golf balls
Qre blue. That means that there are 4 blue golf balls. + /

® Zero-shot ® Zero-shot-CoT

50
40
30
20
10

0

8B 62B 540B

(c) GMS8K on PaLM

“Large Language Models are Zero-Shot Reasoners” (Kojima et al., 2022)



More prompt-based methods

More complex tasks

[ ] such as ...

I
______ ‘ ‘ | | | ‘ : Game of 24
I

Creative writing
5x5 crossword puzzles

Majority vote

——

(a) Input-Output (c) Chain of Thought  (c) Self Consistency

Prompting (I0)  Prompting (CoT) with CoT (CoT-SC) (d) Tree of Thoughts (ToT)

“Tree of Thoughts: Deliberate Problem Solving with Large Language Models” (Yao et al., 2023)



Prompting LLMs for more complicated workflows

e Recall some related context before answering the question?
o Recitation-augmented generation (Sun et al., 2023)
o Analogical prompting (Yasunaga et al., 2023)
e Double check and reflect on their own answers?
o Self-refine (Madaan et al., 2023)
o Self-debug (Chen et al., 2023)
e Reason and interact with the external world?
o ReAct prompting (Yao et al., 2022)
e Use external knowledge or tools?
o Retrieval augmentation (Shi et al., 2023)
o Tool (calculator, calendar, ...) augmentation (Schick et al., 2023)

g Be creative and create your own!


https://arxiv.org/abs/2210.01296
https://arxiv.org/abs/2310.01714
https://arxiv.org/abs/2303.17651
https://arxiv.org/abs/2304.05128
https://arxiv.org/abs/2210.03629
https://arxiv.org/abs/2301.12652
https://arxiv.org/abs/2302.04761

Prompt Engineering

Models are sensitive to prompt format.

USC launches a $1B-plus initiative USC launches a $1B-plus initiative
Summarization for computing mcIudmg for computing mcIuc':hng

advanced computation ... advanced computation ...

Summary: <summary> f% TL;DR: <summary> LE

@r Prompt Engineer @ Automatic Prompt Engineer?

People who keep trying new prompts for better performance

Usually via tedious trial-and-error efforts



Automatic Prompt Engineering AutoPrompt (Shin et al., 2020)

Original Input @iy,

a real joy.

AUTOPROMPT & prompt

a real joy. atmosphere alot dialogue Clone totally [MASK].

Trigger Tokens ;g

atmosphere, alot, dialogue, Clone...

Template A(Tinp, Tuig)
{sentence}[T][T][T][T][T][P].

Masked LM

P([MASK]Imprompt) P(y|Tprompt)
Cris

marvelous
philanthrop

positive

incompetence negative

Worse

‘AutoPrompt: Eliciting Knowledge from Language Models w/ Automatically Generated Prompts” (Shin et al., 2020) [Video]


https://www.youtube.com/watch?v=IBMT_oOCBbc

Automatic Prompt Engineering AutoPrompt (Shin et al., 2020)

Candidate Trigger

Batch Of Examples p(y|x)

‘AutoPrompt: Eliciting Knowledge from Language Models w/ Automatically Generated Prompts” (Shin et al., 2020) [Video]


https://www.youtube.com/watch?v=IBMT_oOCBbc

Automatic Prompt Engineering

AutoPrompt (Shin et al., 2020)

Task Prompt Template

Prompt found by AUTOPROMPT

Label Tokens

Sentimqnt {sentence} [T] .- [T] [P].
Analysis

unflinchingly bleak and desperate
Writing academicswhere overseas
will appear [MASK].

pos: partnership, extraordinary, ##bla
neg: worse, persisted, unconstitutional

NLL {prem}[P][T]... [T]{hyp}

Two dogs are wrestling and
hugging [MASK] concretepathic
workplace There is no dog
wrestling and hugging

con: Nobody, nobody, nor
ent: ##found, ##ways, Agency
neu: ##ponents, ##lary, ##uated

Fact X plays Y music
Retrieval {sub}[T]...[T][P].

Hall Overton fireplacemade antique
son alto [MASK].

Relation X is a Y by profession
Extraction {sent}{sub}[T]. .. [T][P].

Leonard Wood (born February 4,
1942) is a former Canadian
politician.

Leonard Wood gymnasium
brotherdicative himself another
[MASK].

e Not very interpretable
e Requires white-box
access to the LM

‘AutoPrompt: Eliciting Knowledge from Language Models w/ Automatically Generated Prompts” (Shin et al., 2020) [Video]


https://www.youtube.com/watch?v=IBMT_oOCBbc

Automatic Prompt Engineering

/{ LLMs as Inference Models }\

Professor Smith was given the
following instructions: <INSERT>

Here are the Professor’s responses:

# Demostration Start
Input: prove Output: disprove

e Output: off Proposal
nput: on utput: o :
QDemostration End /
[Optional] High Score
LLMs as Resampling Models Cancliator

Generate a variation of the following
instruction while keeping the semantic
meaning.

e

Similar
Candiates

Input: write the antonym of the word. :>

Output: <COMPLETE>

LLMs as Scoring Models
Instruction: write the antonym of the
word. <LIKELIHOOD>
ee e
Input: direct Output:
Log
Seedg ﬁ Probability
write the antonym of the word. -0.26
give the antonym of the word provided. -0.28
reverse the input. -0.86
to reverse the order of the letters -1.08
write the opposite of the word given. -0.16
list antonyms for the given word. -0.39

NS

x X

APE (Zhou et al., 2022)

e Prompt LMs to do
prompt engineering for
us.

e Limited to paraphrasing;
Lacks more targeted
prompt edits

“Large Language Models Are Human-Level Prompt Engineers” (Zhou et al., 2022)



Automatic Prompt Engineering APE (Zhou et al., 2022)

"~ Shane Gu &
@shaneguML
That morning | woke up in shock. It was the AlphaGo vs Lee Sedol
moment for prompt engineering...

‘g Andrej Karpathy & @karpathy - Feb 12

One of my favorite results in 2022 was that it's not enough to just think step by
step. You must also make sure to get the right answer :D
sites.google.com/view/automatic...

(actually a nice insight into a psychology of a GPT; it pays to condition on a

high reward)
No. Category Zero-shot CoT Trigger Prompt Accuracy
. Let’s work this out in a step by step way to

. AFE be sure we have the right answer. 820
2 Human-Designed  Let’s think step by step. (*1) 78.7
3 First, (*2) 713
4 Let’s think about this logically. 745
5 Let’s solve this problem by splitting it into 72
steps. (*3) -
6 Let’s be realistic and think step by step. 70.8
7 Let’s think like a detective step by step. 70.3
8 Let’s think 575
9 Before we dive into the answer, 55.7
10 The answer is after the proof. 45.7
- (Zero-shot) 17.7

7:48 AM - Feb 15, 2023 - 132K Views

“Large Language Models Are Human-Level Prompt Engineers” (Zhou et al., 2022)



Automatic Prompt Engineering ProTeGi (Pryzant et al., 2023)

Initial prompt

Detect if the message is a jailbreak attack, i.e. an attempt by
a user to break through an Al system's protections

Minibatch (user prompts)

Step 1 o people. ane: how do | become an || Fredcon: Faie
inspect a batch of examples and el
generate prompt editing — g
q m . s Gradients
suggestions (“gradients”) R

The prompt assumes that users attempting to break
through Al system protections would explicitly mention it in
their messages, when in reality, they could be more

Step 2 subtle or indirect.
apply the “gradients” to generate —— y LM

New Prompts

new prompts. ( -
Classify if the message is an attempt to bypass an Al
system's defenses, regardless of how subtle or indirect.
Bandit selection

bypass an Al system defenses, regardless of how subtle
L °r indirect.

S~
Detect if the message is a jailbreak attack, i.e. an attempt to ]

“Automatic Prompt Optimization with “Gradient Descent” and Beam Search” (Pryzant et al., 2023)



Automatic Prompt Engineering

PROMPT ENGINEERING A PROMPT ENGINEER

My recent work Qinyuan Ye'! Maxamed Axmed? Reid Pryzant’ Fereshte Khani’

"University of Southern California 2Microsoft
ginyuany@usc.edu fkhani@microsoft.com

+ Generate the “gradient” more carefully by
thinking step by step
Extending from APO
+ Optimization-inspired components such
as step size, momentum

each piece of information, remember to add or subtract as needed, and

E Let's solve this problem by considering all the details. Pay attention to
( )
perform the calculations step by step.



Automatic Prompt Engineering

Zero-shot Chain-of-thought (Kojima et al., 2022) APE (Zhou et al., 2023)

i
Ty

Let’s think step by step. Let’s work this out in a step by step

way to be sure we have the right

A\

=—
—]
=

answer.
— —
== OPRO (Yang et al., 2023) ==  PE2(Yeetal., 2023)
= =
. Take a deep breath and work on this = Let’s solv.e this problem- by considelting all
problem step-by-step. the details. Pay attention to each piece of

information, remember to add or subtract as
needed, and perform the calculations step by
step.



Overview

Prompting Instruction Tuning

We write instructions that models can understand. We train models to understand our instructions better.



Instruction Tuning

Pre-training Corpus

Only a small portion of the pre-training corpus are
relevant to the tasks we care about:

Question answering, summarization, sentiment
classification, following instructions ...

How to make LMs better at the tasks we care about?

| Instruction Tuning



Supervised Fine-tuning

Summarization

The picture appeared on the wall of a
Poundland store on Whymark Avenue [...] How
would you rephrase that in a few words?

Graffiti artist Banksy
is believed to be
behind [...]

Sentiment Analysis

Review: We came here on a Saturday night
and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

Question Answering

I know that the answer to “What team did
the Panthers defeat?” is in “The Panthers
finished the regular season [...]". Can
you tell me what it is?

Arizona Cardinals ]

Multi-task training

Zero-shot generalization

Natural Language Inference

Suppose “The banker contacted the professors
and the athlete”. Can we infer that "The
banker contacted the professors"?

“Multitask Prompted Training Enables Zero-Shot Task Generalization” (Sahn et al., 2022)



Supervised Fine-tuning

Finetune on many tasks (“instruction-tuning”)

(7 a ~)
g £ (C R ing) |[ 1 t (T, lation)
Here is a goal: Get a cool sleep on Translate this sentence to Inference on unseen task type
UG d- e Seanih; Input (Natural Language Inference)
How would you accomplish this goal? The new office building Premise: At my age you will probably
OPTIONS: - was built in less than three have learnt one lesson.
-Keep stack of pillow cases in fridge. months. Hypathieele: [ts nict cortain how. may
-Keep stack of pillow cases in oven. Target 2 lessons you'll learn by your thirties.
Target El nuevo edificio de oficinas Does the premise entail the hypothesis?
- keep stack of pillow cases in fridge se construyo en tres meses. OPTIONS:
: = -yes | (-itis not possible to tell | -no |
Sentiment analysis tasks
' : ‘ FLAN Response
[ Coreference resolution tasks ; "
. : It is not possible to tell |

“Finetuned Language Models Are Zero-Shot Learners” (Wei et al., 2022)



Supervised Fine-tuning

Input: She chose to make a salad for lunch on Sunday.
Question: how long did it take for her to make a salad?

Crowdsourcing Instruction: Label

grammar T X Output:
check 'ves" if the sentence contains any o
grammatical issues. Otherwise, [...]
tagging Crowdsourcing Instruction: List all Output:
essential the words that are essential for making
phrases answering it correctly. [...] salad
answering | Crowdsourcing Instruction: Output:
questions = Answer the provided question based 30mins
ona given [...]
1 supervision with seen tasks
| evaluation on unseen tasks
question Crowdsourcing Instruction: Label Output:
typing the type of the temporal phenomena Event
in the question. Example are [...] duration

“Cross-Task Generalization via Natural Language Crowdsourcing Instructions” (Mishra et al., 2022)



Supervised Fine-tuning

Core concept
Unify different language tasks in the format of instruction following

Train ‘ ‘ "‘= a q Follow instructions of seen tasks

. -~
Test g - e @) J Follow instructions of unseen tasks
i1 O -



Supervised Fine-tuning

Scaling # tasks
In supervised learning, more data -> better model

For instruction following models, more tasks -> better instruction-following model

Reésoiifoe 5 SUP-NATINST NATINST CROSSFIT PROMPTSOURCE FLAN INSTRUCTGPT
(this work) (Mishra et al., 2022b) (Yeetal, 2021) (Bachetal, 2022) (Weietal., 2022) (Ouyang et al., 2022)

Has task instructions? v v X v v v

Has negative examples? v v X X X X

Has non-English tasks? v X X X v v

Is public? v v v v v X

" Numberoftasks 1616 T T 61 T 260 176 62 T T T -

Number of instructions 1616 61 - 2052 620 14378

Number of annotated tasks types 76 6 13 13" 12 10

Avg. task definition length (words) 56.6 134.4 - 24.8 8.2 -

“Super-Naturallnstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks” (Wang et al., 2022)



Supervised Fine-tuning

More diversity in tasks and prompts

175 seed tasks with Task Pool
1 instruction and 3
1 instance per task W
o N / LM
v
°-p v

Step 2: Classification

Step 1: Instruction Generation Task Identification

@

i

Instruction : Give me a quote from a
famous person on this topic.

Step 3: Instance Generation

Step 4: Filtering

they want to have an abortion.

Yes

Instruction : Find out if the given text is in favor of or against abortion.

-
Class Label: Pro-abortion W
Input: Text: I believe that women should have the right to choose whether or not Output-first LM

Instruction : Give me a quote from a famous person on this topic.

w No

Input: Topic: The importance of being honest.
Output: "Honesty is the first chapter in the book of wisdom." - Thomas Jefferson Input-first

“Self-Instruct: Aligning Language Models with Self-Generated Instructions” (Wang et al., 2023)



Supervised Fine-tuning

e T
HV H Release Collection Model Base Size Public? (Prompt Types Tasks in Flan # Exs Methods
Mixing different \
202005 UnifiedQA UnifiedQA RoBerta 110-340M ° e 46/46 | 750k
prom pt| ng m ethods 202104 CrossFit BART-CrossFit  BART 140M (e ) (s n5/189 | 7TIM
202104 Natural Instv1.0 | Gen. BART BART 140M @ @ /@ 61/61 | 620k + Detailed k-shot Prompts
Zero-shot / Few-shot 202109 Flan 2021 Flan-LaMDA LaMDA 1378 @ e/@ 62/62 | 4.4M + Template Variety
202110 P3 TO, TO+, TO++ T5-LM 3B o e 62/62 12M
Multilingual data
- put Inversion
g 202110 MetalCL MetalCL GPT-2 770M i (Fs) 100/142 | 35M + Noisy Channel Opt
. 20211 ExMix EXTS s 220M-1IB @ e 72/107 | 500k + With Pretraining
Chain-of-thought —
2022 04 Super-Natural Inst. | Tk-Instruct T5-LM, mTS 11138 o el@ 1556 /1613 5M B Mum“r:’gual‘"“"“
B + With Pretraining
202210 GLM GLM-1308 GLM 1308 ° @ 65/77 12M ———
202211 xP3 BLOOMz,mTO  BLOOM,mT5  13-176B o e 53/7 81M + Massively Multilingual
202212 Unnatural Instt [ T5-LM-Unnat. Inst. T5-LM ne @ e ~20/M7 64k + Synthetic Data
+ Synthetic Data
202212 Self-Instructt GPT-3Selfinst.  GPT-3 1758 @ e Unknown 82k FRhouiedge DitIation
+ Template Variety
202212 OPT-IML Bencht |OPT-IML OPT 30-175B ° e"‘@ ~2067 / 2207 18M +Input Inversion
@ + Multilingual
+ Template Variety
202210 Flan 2022 (ours) Flan-T5, Flan-PaLM T5-LM, PaLM 10M-540B w e‘f@ 1836 15M + Input Inversion
@ + Multilingual

“The Flan Collection: Designing Data and Methods for Effective Instruction Tuning” (Longpre et al., 2023)



Supervised Fine-tuning

80 [ +3.3

60 +4.2 +17.6

40 +10.2

23 I Iﬂﬂﬂ

Avg. Accuracy (%)

Zero-Shot Held-In Zero-Shot CoT Few-Shot BBH Zero-Shot MMLU Few-Shot MMLU

B T5-XL Flan 2022 [] T5-XL Flan 2021 [] T5-XL P3++ [] T5-XL SNI [] OPT-IML-Max 175B

“The Flan Collection: Designing Data and Methods for Effective Instruction Tuning” (Longpre et al., 2023)



Input inversion Inputs — Targets

()

Turn one example into 6 training examples L2 J— | cranotThougnt || answer

e N

Question [ Chain-of-Thought ] — | Answer

- 4

~

J

N\ N

Question [ Answer ]—»[ Chain-of-Thought

- J

~

Chain-of-Thought J—> [ Question ]{ Answer

-

Chain-of-Thought J[ Answer ]—»
Answer | —» [ Question J[ Chain-of-Thought ]

4




Reinforcement learning from human feedback

Default (GPT-3.5) ()

What is instruction following?

Instruction following refers to the act of comprehending and carrying out a set of directions

or commands provided by someone. It's a fundamental cognitive and behavioral skill that
involves understanding what is required and then taking the necessary steps to fulfill those
instructions. Instruction following is a common concept in various contexts, from everyday
life tasks to more complex activities like computer programming or following orders in a
military setting. If you have any specific questions or need more information on this topic,

feel free to ask!

Was this response better or worse? [ﬁ Better CP Worse =) Same >



Step 1

Collect demonstration data,
and train a supervised policy.

A prompt is

sampled from our _
Explain the moon
prompt dataset. landing to a 6 year old

|

\J
A labeler
demonstrates the @
desired output 2
behavior. Some pet;ple went
to the moon...

This data is used SET
to fine-tune GPT-3 22

R X o/o)?s\\o
with supervised 7
learning. Vi

Step 2

Collect comparison data,
and train a reward model.

A prompt and

several model )
Explain the moon
outputs are landing to a 6 year old

sampled. o o

Explain gravity. Explain war.

o o

Moon s natural People went to
satellite of. the moon.

A labeler ranks

the outputs from @
best to worst.

This data is used G

to train our 2R
reward model. N8 7

Reinforcement learning from human feedback

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt

is sampled from wme?sm,y
the dataset. about frogs

|

\/
The policy .

enerates 2o

g ./.)?s\\.
an output. 7

|

\/

The reward model er4

S
N %7

the output. W

v

The reward is

used to update rk

the policy

using PPO.

Will be covered in upcoming lectures.

“Training language models to follow instructions with human feedback” (Ouyang et al., 2022)



Reinforcement learning from human feedback

Why do we need RL? Why is supervised fine-tuning not enough?

e Ryan Lowe: One way to think about it is: RLHF helps you get more fine-grained tuning of
model behavior whereas supervised fine-tuning and collecting demonstrations can more
drastically shift model behavior. [source]

e Yoav Goldberg: We want to encourage the model to answer based on its internal knowledge,
but we don't know what this internal knowledge contains. [Supervised learning may]
encourage the model to "lie". [source] [talk by John Shulman]



https://arize.com/blog/openai-on-rlhf/
https://gist.github.com/yoavg/6bff0fecd65950898eba1bb321cfbd81
https://www.youtube.com/watch?v=hhiLw5Q_UFg

Outline

e Recap on pre-trained transformers
e Overview

e Prompting
o Zero-shot and few-shot prompting
o Scratchpad, chain-of-thought prompting and beyond
o Automatic prompt engineering
e Instruction Tuning
o Supervised fine-tuning (SFT)

o Reinforcement learning from human feedback (RLHF)



