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CSCI 499 Spring 2024: Language Models in NLP USC\/ltGI'bl
Logistics / Announcements

® Today: Quiz 5
® \Wednesday: HW4 due
® H\W3 Grades: Out latest by tomorrow

® Upcoming Guest Lectures
® | ecture on Prompting: Qinyuan Ye
® | ecture on Alignment: Justin Cho
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Lecture Outline

Mid-Semester Feedback

Recap: Tokenization

Recap: Natural Language Generation - Basics

Recap: Classic Inference Algorithms: Greedy, Exhaustive and Beam Search
Modern Generation Algorithms

Evaluating Generations
Quiz 5
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Recap: Tokenization in
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Byte-pair encoding

® Byte-pair encoding is a simple, eftective strategy for defining a subword vocabulary
® Adapted for word segmentation from data compression technique (Gage, 1994)
® |nstead of merging frequent pairs of bytes, we merge characters or character sequences
® Algorithm:
1. Start with a vocabulary containing only characters and an “end-of-word” symbol.
2. Using a corpus of text, find the most common adjacent characters “a,b”; add “ab” as a subword
® This is a learned operation!
® Only combine pairs (hence the namel)
3. Replace instances of the character pair with the new subword; repeat until desired vocabulary size.
® At test time, first split words into sequences of characters, then apply the learned operations to merge
the characters into larger, known symbols

® Originally used in NLP for machine translation; now a similar method (WordPiece) is used in pretrained
models.
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BPE In action
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low lower newest
low lower newest
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BPE In action

USC Viterbi

Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/

Corpus Corpus Corpus
low lower newest low</w> | lower</w> | newest</w> low</w> | lower</w> newest</w>
low lower newest low</w> | lower</w> | newest</w> low</w> | lower</w> newest</w>
low widest | newest low</w> | widest</w> | newest</w> low</w> ' widest</w> newest</w>
low widest | newest low</w> | widest</w> | newest</w> low</w> ' widest</w> ' newest</w>
low widest = newest low</w> | widest</w> | newest</w> low</w> 'widest</w> newest</w>
Vocabulary
d e n 0 S t
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low
low
low
low

low

Corpus
lower
lower
widest
widest

widest

newest

newest

newest

newest

newest

Corpus
low</w> | lower</w>
low</w> | lower</w>
low</w> | widest</w>
low</w> | widest</w>
low</w> | widest</w>

Vocabulary
n S

newest</w>
newest</w>
newest</w>
newest</w>

newest</w>

BPE In action

| o w </w>
| o w </w>
| 0 w </w>
| o w </w>

| o w </w>

Corpus
lower</w>
lower</w>
widest</w>
wide s t</w>

widest</w>
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newest</w>
newest</w>
newest</w>
newest</w>

newest</w>

Frequency

d-e (3) -0 (7) t-</w> (8)

e-r (2) n-e (5) w-</w> (5)

e-s (8) o-w (7) w-e (7)

e-w (5) r-</w> (2) w-1 (3)

i-d (3) s-t (8)

Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/
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newest</w>
newest</w>
newest</w>
newest</w>

newest</w>

Frequency

d-e (3) -0 (7) t-</w> (8)

e-r (2) n-e (5) w-</w> (5)
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i-d (3) s-t (8)
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Corpus
low</w> | lower</w> newest</w>
low</w> | lower</w> newest</w>
low</w> |widest</w> newest</w>
low </w> | wid es t</w> newest</w>
low</w> |widest</w> newest</w>
Frequency
d-es (3) -0 (7) w-</w> (5)
e-r (2) n-e (5) w-es (5)
e-w (5) 0-w (7) w-€ (2)
es-t (8) r-</w> (2) w-1 (3)
I-d (3) t-</w> (8)

Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/
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low
low
low
low

low

€S

Corpus
lower newest
lower newest
widest = newest
widest = newest
widest | newest
e |
est

Corpus
low</w> | lower</w>
low</w> | lower</w>
low</w> | widest</w>
low</w> | widest</w>
low</w> | widest</w>

Vocabulary
n S

newest</w>
newest</w>
newest</w>
newest</w>

newest</w>

BPE In action

| o W </w>

| o W </w>

| o W </w>

| o W </w>

| o W </w>

Corpus
lower</w>
low e r</w>
widest</w>
wid es t</w>

widest</w>

USC Viterbi

newest</w>
newest</w>
newest</w>
newest</w>

newest</w>

Frequency

d-es (3) -0 (7)

e-r (2) n-e (5)

e-w (5)

es-t (8)

r-</w>

i-d (3) t-</w>

0-w (7)

w-<iw> (5)
w-es (5)
w-e (2)

(2) w-1 (3)

(8)

Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/
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BPE In action
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low</w> | lower</w>
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BPE In action
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| anguage Generation: Fundamentals

In autoregressive text generation models, at each time step ¢, our model takes in a sequence of tokens as input

S =f(y.,) € R" and outputs a new token, 9,

For model f,( - ) and vocabulary V, we get scores S = f,(y_,) € R" P(w|y.,) = exp(5,,)
ZveV eXp(SV)

------
444444

Yo Y1 Vit Yir1 Y2

— <&> O 3
y—l S 0 yt-l \\ ﬁyt \\ );f+1

<>

____________

10
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Language Generation: Training

® Trained one token at a time to maximize the probability of the next token y* given preceding

words y*

eXp(Sytlyq)

veV eXp(SV|y<t)

T T
F ==Y logP(yly,)=— ) log S
=1 =1

® Classification task at each time step trying to predict the actual word y* in the training data
® “Teacher forcing” (reset at each time step to the ground truth)

Yy r yi Vi1 Vo
Text Generation Model

x x
11
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| anguage Generation: Inference

® At inference time, our decoding algorithm defines a function to select a token from this
distribution: Inference / Decoding Algorithm

y, = 8P| yp))

® The “obvious” decoding algorithm is to greedily choose the highest probability next
token according to the model at each time step

g = arg max

Yy, = argmax(P(y, = w|y))

' wevV
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Recap: Classic Inference Algorithms:
Greedy and Beam Search
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Decoding

® Generation from a language model is

also called decoding / inference

, . Context: [|nashocking finding, scientist discovered a herd
® Strategy so far is Gl‘eed)'- Take arg max of unicorns living in a remote, previously

unexplored valley, in the Andes Mountains. Even
on each Step of the decoder to produce more surprising to the researchers was the fact

the most probab‘e word on each gtep that the unicorns spoke perfect English.

Continuation: The study, published in the Proceedings of the
National Academy of Sciences of the United States of

® Not looking ahead, making the

hastiest decision given all the America (PNAS), was conducted by researchers from the
. . Universidad Nacional Auténoma de México (UNAM)
information we have and the Universidad Nacional Autonoma de México

o P b N - | ]c (UNAM/Universidad Nacional Auténoma de México/
roolem. O wiggle room 10r errors Universidad Nacional Auténoma de México/

® Problem: Bland / repetitive Universidad NacionaIAutc:moma de México/
Universidad Nacional Auténoma de México...

enerations (degenerac
g ( g y) Holtzmann etjl., 2020

L aaasamamemeamamean

14
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Exhaustive Search Decoding

® |deally, we want to find a (length T) translation y that maximizes

P(y|z) = P(y1|z) P(y2|y1, z) P(ysly1, y2, @) - .., P(yrly1, ..., yr—1,2)

T
— Hp(yt‘yla R 7yt—17x)
t=1

® \\e could try computing all possible sequences y
® This means that on each step t of the decoder, we're tracking V’ possible partial
translations, where V'is the vocabulary size

® This O(VT)comp\exity is far too expensive!

15
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Beam Search Decoding
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Beam Search Decoding

® Core idea: On each step ot decoder, keep track ot the k most probable partial
translations (which we call hypotheses)

® [ is the beam size (in practice around 5 to 10, in NMT)
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Beam Search Decoding

® Core idea: On each step ot decoder, keep track ot the k most probable partial
translations (which we call hypotheses)

® [ is the beam size (in practice around 5 to 10, in NMT)
® A hypothesis has a score which is its log probability:

t
score(y1, ..., yt) = log Pum(y1, - .., yex) = > log Pum(wilya, - - -, yi—1, )
1=1
® Scores are all negative, and higher score is better

® \We search for high-scoring hypotheses, tracking top k on each step

16
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Beam Search Decoding

® Core idea: On each step ot decoder, keep track ot the k most probable partial
translations (which we call hypotheses)

® [ is the beam size (in practice around 5 to 10, in NMT)

® A hypothesis has a score which is its log probability:
t
score(yl, S 7yt) — lOg PLM(yh LR 7yt‘x) — ZIOgPLM(yZ‘yla S 7yi—17x)
1=1

® Scores are all negative, and higher score is better

® \We search for high-scoring hypotheses, tracking top k on each step
® Beam search is not guaranteed to find optimal solution
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Beam Search Decoding

® Core idea: On each step ot decoder, keep track ot the k most probable partial
translations (which we call hypotheses)
® [ is the beam size (in practice around 5 to 10, in NMT)
® A hypothesis has a score which is its log probability:
t
score(yi, - .., Yt) = log PLm(yi, - - -, ytlz) = ZIOgPLM(yi\yl, ey Yie1,7)
1=1
® Scores are all negative, and higher score is better
® \We search for high-scoring hypotheses, tracking top k on each step
® Beam search is not guaranteed to find optimal solution
® But much more efficient than exhaustive search!

16
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vily, ..., vi—1, @)
1=1

<START>

Calculate prob
dist of next word

17 e credit: Chris Manning

B aha ——
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Beam Search Dec:odmg Example

Beam size = k = 2. Blue numbers = Score(yl, e, Yt) Zlog Piv(yilyr, - vy ¥io1, @)

-0.7 = log P \y(he|<START>)
he

L

<START>

\

/

= log P (/| <START>)

Take top k words
and compute scores

18 Slide credit: Chris Manning
e e
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Beam Search Dec:odmg Example

Beam size = k = 2. Blue numbers = Score(yl, e, Yt) Zlog Piv(yilyr, - vy ¥io1, @)

-1.7 =log P y(hit| <START> he) + -0.7

0.7 hit
he <
struck

/ -2.9 = log P\ (struck|<START> he) + -0.7
<START>
\ -1.6 = log P s(was|<START> ) + -0.9
was
[ <
ot
-0.9 g

-1.8 = log P (got|<START> 1) +-0.9

For each of the k hypotheses, find

top k next words and calculate scores
19 Slide credit: Chris Manning
RNt tesrmtenst iy
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Beam Search Dec:odmg Example

Beam size = k = 2. Blue numbers = Score(yl, e, Yt) Zlog Piv(yilyr, - vy ¥io1, @)

-1.7
-0.7 hit
he
/ struck
-2.9
<START>
\ -1.6
was
/
ot
-0.9 g
-1.8

Of these k? hypotheses,

just keep k with highest scores , — |
20 Slide credit: Chris Manning

m
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Beam Search Dec:odmg Example

Beam size = k = 2. Blue numbers = Score(yl, e, Yt) Zlog Prvi(yilya, -

-2.8 = log Py (a|<START> he hit) +-1.7

-1.7 a
'0.7 hit <
he < me
/' struck 2.5 = log P, (me| <START> he hit) + -1.7
-2.9
<START> 2.9 = log P, (hit| <START> | was) + -1.6
-1.6 .
\ hit
was <
I < struck
got
-0.9 -3.8 = log P, (struck|<START> | was) + -1.6
-1.8

For each of the k hypotheses, find
top k next words and calculate scores

. 7yi—17$)

Je credit: Chris Manning
M
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Beam Search Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vilyi, - -, vie1, @)

-2.8

-1.7 a

‘0.7 hit <
he < me
/r struck Hc

-2.9

<START> -2.9
\ 16 hit

was <
/ < struck

got

0.9 -3.8
-1.8

Of these k? hypotheses,

just keep k with highest scores

22 Slide credit: Chris Manning
B e
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Beam Search Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, e, Yt)

23

-4.0
tart
2.8 .
ie
-1.7 . P
0.7 e < 34
he < me 3.3
/ struck 55 with
-2.9
<START> -2.9 on
\ e hit -3.5
was <
I < struck
0.9 got 3.8
-1.8

For each of the k hypotheses, find
top k next words and calculate scores

leg Prm(yilya, -

. 7yi—17$)

Slide credit: Chris Manning
B e
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Beam Search Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, e, Yt)

24

-4.0
tart
2.8 ,
_ pie
1.7 a .
he < me 3.3
/' struck Hc with
-2.9
<START> -2.9 on
\ e hit -3.5
was <
I < struck
09 got 3.8
-1.8

Of these k% hypotheses,

just keep k with highest scores

leg Prm(yilya, -

. 7yi—17$)

Slide credit: Chris Manning
B e
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Beam Search Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vilyi, - -, vie1, @)

-4.0 -4.8
tart in
-2.8 : :
17 . pie with
0.7 " < 3.4 4.5
he me 3. 3.

3.3 3.7

/ struck 5t with a

-2.9
<START> -2.9 on one
\ 16 hit 3.5 4.3
was <
I < struck
got

0.9 -3.8
-1.8

For each of the k hypotheses, find

25 top k next words and calculate scores Slide credit: Chris Manning
e e
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Beam Search Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, e, Yt)

26

leg Prm(yilya, -

-4.0 -4.8
tart in
2.8 :
1.7 pie with
' a
0.7 v < 3.4 4.5
he fne 3.3 3.7
/v struck 5t with ;
-2.9
<START> -2.9 on one
\ Lo hit 3.5 4.3
was <
I < struck
0.9 got 3.8
-1.8

Of these k? hypotheses,
just keep k with highest scores

. 7yi—17$)

Slide credit: Chris Manning
B e



Beam size = k= 2. Blue numbers = Score(yl, ey Yt) Zlog Prv(yilya, - -

27
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Beam Search Decodmg Example

-4.0 -4.8

/

tart :| in
pie with 4.3

3.4 4.5 pI€
3.3 -3.7 tart
with a 4.6

on 4 one

2.8
-1.7 a

0.7 hit

he < me

/ struck 55
-2.9

<START> 2.9

\ e hit
was

I < struck

09 got 3.8

-1.8

-5.0
-3.5 -4.3 pie
tart

-5.3

For each of the k hypotheses, find
top k next words and calculate scores

. 7yi—17$)

Slide credit: Chris Manning
B e



Beam size = k = 2. Blue numbers = Score(yl, e, Yt)

28
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Beam Search Decodmg Example

-4.8

:‘ in
with 4.3

4.5 ple
3.7 tart
a

: -4.6
one

-4.0
tart
2.8 A .
i pie
1.7 a .
he < me 3.3
/ struck 5t with
-2.9
<START> -2.9 on
\ 16 hit -3.5
was <
I < struck
09 got 3.8
-1.8

-5.0
-4.3 pie
tart

-5.3

This is the top-scoring hypothesis!

ZlOgPLM(yz‘yla .

. 7yi—17$>

Slide credit: Chris Manning
B e
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Beam Search Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vilyi, - -, vie1, @)

4.0 4.8

tart :‘ in
-2.8
17 Z pie with 4.3
0.7 | ? 3.4 4.5 ple
o hit ‘ '
he < me -3.3 -3.7 tart
/ struck 5t with ;

-4.6
-2.9
<START> -2.9 on one 5.0
\ 16 hit -3.5 -4.3 pie
was <
I < struck tart
09 got 38 5.3
-1.8
29 Backtrack to obtain the full hypothesis Slide credit: Chris Manning

m
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Beam Search Decoding: Stopping Criterion
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Beam Search Decoding: Stopping Criterion

® Greedy Decoding is done until the model produces an </s> token
® [For e.g. <s> he hit me with a pie </s>
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Beam Search Decoding: Stopping Criterion

® Greedy Decoding is done until the model produces an </s> token
® [For e.g. <s> he hit me with a pie </s>
® |[n Beam Search Decoding, different hypotheses may produce </s> tokens at different
time steps
® \When a hypothesis produces </s>, that hypothesis is complete.
® Place it aside and continue exploring other hypotheses via beam search.
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® Greedy Decoding is done until the model produces an </s> token
® [For e.g. <s> he hit me with a pie </s>
® |[n Beam Search Decoding, different hypotheses may produce </s> tokens at different
time steps
® \When a hypothesis produces </s>, that hypothesis is complete.
® Place it aside and continue exploring other hypotheses via beam search.
® Usually we continue beam search until:

® \We reach time step T (where T is some pre-defined cutoft), or

® \We have at least n completed hypotheses (where n is pre-defined cutoff)
® Beam Search: Deprioritize short sequences by length normalization
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® \\e have our list of completed hypotheses. Now how to select top one?
® Each hypothesis yy, ..., y, on our list has a score

L
score(yi,...,yt) = log PLm(y1, ..., ytlT) = Zlog Piv(vilyl, ..oy Yi-1, )
i=1
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Beam Search Decoding: Parting Thoughts

® \\e have our list of completed hypotheses. Now how to select top one?
® Each hypothesis yy, ..., y, on our list has a score

[
Score(yl, A ,yt) - log PLM(yla . ,yt‘:l,‘) - Z log PLM(yilyh ey Yi—1, IL)
=1

® Problem with this: longer hypotheses have lower score
® Fix: Normalize by length. Use this to select top one insteaa
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Beam Search Decoding: Parting Thoughts

® \\e have our list of completed hypotheses. Now how to select top one?
® Each hypothesis yy, ..., y, on our list has a score

L
score(y1,...,y:) = log Pom(y1, ..., ye|lx) = ZlogPLM(yi|y1, ey Yio1,T)
i=1

® Problem with this: longer hypotheses have lower score
® Fix: Normalize by length. Use this to select top one insteaa

e

'M' - . . - » :‘
But this is expensive!}

t

1

: E log Pomv(vilya, - .., yio1, @)
1=1
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Maximization Based Decoding

® Either greedy or beam search

® Beam search can be more effective with large beam width, but also more expensive
® Another key issue:

Context: [N ashocking finding, scientist discovered a herd
of unicorns living in a remote, previously
unexplored valley, in the Andes Mountains. Even
more surprising to the researchers was the fact
that the unicorns spoke perfect English.

Continuation: The study, published in the Proceedings of the
National Academy of Sciences of the United States of
America (PNAS), was conducted by researchers from the
Universidad Nacional Autonoma de México (UNAM)
and the Universidad Nacional Autonoma de México
(UNAM/Universidad Nacional Auténoma de México/
Universidad Nacional Auténoma de México/
Universidad Nacional Auténoma de México/

Universidad Nacional Auténoma de México...
Holtzmann et al., 2020
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Maximization Based Decoding

® Either greedy or beam search

® Beam search can be more effective with large beam width, but also more expensive
® Another key issue:

Context: [N ashocking finding, scientist discovered a herd
of unicorns living in a remote, previously
unexplored valley, in the Andes Mountains. Even
more surprising to the researchers was the fact
that the unicorns spoke perfect English.

Generatlon can be b‘and or COntinuation: The StUdy, publlshed in the Proceedings of the
o National Academy of Sciences of the United States of
repetitive (also called degenerate) America (PNAS), was conducted by researchers from the

Universidad Nacional Autonoma de México (UNAM)
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Maximization Based Decoding

® Either greedy or beam search

® Beam search can be more effective with large beam width, but also more expensive
® Another key issue:

Context: [N ashocking finding, scientist discovered a herd
of unicorns living in a remote, previously
unexplored valley, in the Andes Mountains. Even
more surprising to the researchers was the fact
that the unicorns spoke perfect English.

Generatlon can be b‘and or COntinuation: The StUdy, publlshed in the Proceedings of the
o National Academy of Sciences of the United States of
repetitive (also called degenerate) America (PNAS), was conducted by researchers from the

Universidad Nacional Autonoma de México (UNAM)
and the Universidad Nacional Autonoma de México

Perhaps we should not reallv be maximizing! (UNAM/Universidad Nacional Autonoma de México/
p Y S Universidad Nacional Auténoma de México/
What e\se COU‘d we d07 Universidad Nacional Auténoma de México/

e, oo Universidad Nacional Auténoma de México...

32 DR e ete——




CSCI 499 Spring 2024: Language Models in NLP USC\[ltGI'bl
Solution: Don’t Maximize, Pick a Sample

® Sample a token from the distribution of tokens.

® But this is not a random sample, it is a sample for the learned model distribution
® Respects the probabilities, without going just for the maximum probability option
® Or else, you would get something meaningless
® Many good options which are not the maximum probability!

He wanted
to go to the

— bathroom

33
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Pure / Ancestral Sampling

exp(s,,)
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He wanted — bathroom
to go to the
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Pure / Ancestral Sampling

exp(s,,)
y,~ P(W) = —/———
j 2 ey €XP(S,)
® Sample directly from P, veV
® Still has access to the entire
vocabulary
® But if the model distributions are
of low quality, generations will be
— bathroom

of low quality as well He wanted
® Often results in ill-formed to go to the

generations

® No guarantee of fluency
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Fan et al., ACL 2018; Holtzman et al., ACL 2018
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® Problem: Ancestral sampling makes every token in the vocabulary
an option

Fan et al., ACL 2018; Holtzman et al., ACL 2018
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1.0

D wevig,y P (w[“The”) = 0.68

N
' )

® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even if most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass

Z’wEVtop_K P(w‘ “The”, “C&I’”) — 0.99

A
- N

 — —
drives is turns stops down a not the small told

P(w CCThe”’ Cécar77)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even if most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass

® Many tokens are probably really wrong in the current context. 5., Pw|“The", “car”) = 0.99

Yet, we give them individually a tiny chance to be selected. —

 — —
drives is turns stops down a not the small told

P(w CCThe”’ “CELI'”)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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1.0

> we Vi P(w]“The”) = 0.68

® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even if most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass
® Many tokens are probably really wrong in the current context. 5., Pw|“The", “car”) = 0.99

Yet, we give them individually a tiny chance to be selected. —
® But because there are many of them, we still give them as a
group a high chance to be selected.
P(w CCThe”’ “Cal'”)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even it most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass
® Many tokens are probably really wrong in the current context. 5., Pw|“The", “car”) = 0.99

Yet, we give them individually a tiny chance to be selected. —
® But because there are many of them, we still give them as a
group a high chance to be selected. Heavy-tailea

distributions

drives is turns stops down a not the small told

P(w| CCThe” : “CELI'”)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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1.0

D weVig, i P(w]“The”) = 0.68

® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even it most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass

® Many tokens are probably really wrong in the current context. 5., Pw|“The", “car”) = 0.99

Yet, we give them individually a tiny chance to be selected. —

® But because there are many of them, we still give them as a
group a high chance to be selected. Heavy-tailea

® Solution: Top-K sampling distributions

drives is turns stops down a not the small told

P(w| CCThe” : “CELI'”)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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0

Top-K Sampling  « oo

i N

® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even if most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass
® Many tokens are probably really wrong in the current context. 5., Pw|“The", “car”) = 0.99

Yet, we give them individually a tiny chance to be selected. —
® But because there are many of them, we still give them as a
group a high chance to be selected. Heavy-tailea

® Solution: Top-K sampling distributions

® Only sample from the top K tokens in the probability

drives is turns stops down a not the small told

dIStrIbUtlon P(w|6CThe77’ Cécar77)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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Top-K Sampling: Value of K

® Solution: Top-K sampling
® Only sample from the top K tokens in the probability distribution
® Common values are K = 50
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— bathroom
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® |ncrease K yields more diverse, but risky outputs
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Top-K Sampling: Value of K

® Solution: Top-K sampling
® Only sample from the top K tokens in the probability distribution
® Common values are K = 50

He wanted

— bathroom
to go to the

® |ncrease K yields more diverse, but risky outputs

® Decrease K yields more safe but generic outputs

37
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Top-K Sampling: Issues

Top-K sampling can cut oft too quickly

Image Source: Holtzmann et al., 2019
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0.08
1 T — thought [0

knew [l
had Bl
saw [l
did
said ll

wanted [

Top-K sampling can cut off too quickl told [
P PINg . y Distribution liked I
got [

She said " | never

Image Source: Holtzmann et al., 2019
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0.08

.5 oot thought [N :

knew I ¢
had [
saw Il
did Il
said |l
wanted [

Top-K sampling can cut off too quickl told I
P PING A y Distribution liked
got

0.8
hot I
warm |
cooling i
on |}
. e o heating |

She said " | never

Top-K sampling can also cut off too slowly! | ate the pizza while it was st fresh

cold
warming
burning
cooking

Narrow
Distribution

Image Source: Holtzmann et al., 2019
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Top-K Sampling: Issues

0.08
0.5 o ———————— thought [0

knew [
had IR

She said ,' “ | never
wanted [0

Top-K sampling can cut off too guickl told I
p p 9 q y Distribution liked -
got [

0.8
hot uee———
warm [
cooling |
on |
b _ _ _ heating ||

Top-K sampling can also cut off too slowly! | ate the pizza while it was stil fresh

cold
warming
burning
cooking

Narrow

We can do better than having one-size-tits-all: a Distribution

fixed K for all contexts
——————————————————————— Image Source: Holtzmann et al., 2019
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Holtzman et al., ICLR 2020
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® Problem: The probability distributions we sample from are dynamic

Holtzman et al., ICLR 2020
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® Problem: The probability distributions we sample from are dynamic
® \When the distribution P, is flatter, a limited K removes many viable options

Holtzman et al., ICLR 2020
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® Problem: The probability distributions we sample from are dynamic
® \When the distribution P, is flatter, a limited K removes many viable options

® \When the distribution P, is peakier, a high K allows for too many options to have a
chance of being selected

Holtzman et al., ICLR 2020
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Modern Decoding: Nucleus Sampling

® Problem: The probability distributions we sample from are dynamic
® \When the distribution P, is flatter, a limited K removes many viable options

® \When the distribution P, is peakier, a high K allows for too many options to have a
chance of being selected

® Solution: Nucleus Sampling / Top-P sampling

Holtzman et al., ICLR 2020
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Modern Decoding: Nucleus Sampling

® Problem: The probability distributions we sample from are dynamic
® \When the distribution P, is flatter, a limited K removes many viable options

® \When the distribution P, is peakier, a high K allows for too many options to have a
chance of being selected

® Solution: Nucleus Sampling / Top-P sampling

® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is
concentrated)

Holtzman et al., ICLR 2020

B ania

39




CSCI 499 Spring 2024: Language Models in NLP USC\/ltGI'bl
Modern Decoding: Nucleus Sampling

® Problem: The probability distributions we sample from are dynamic
® \When the distribution P, is flatter, a limited K removes many viable options

® \When the distribution P, is peakier, a high K allows for too many options to have a
chance of being selected

® Solution: Nucleus Sampling / Top-P sampling
® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is
concentrated)
® \aries K depending on the uniformity of P,

Holtzman et al., ICLR 2020
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Nucleus (Top-P) Sampling

® Solution: Top-P sampling

® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is concentrated)

® \aries K depending on the uniformity of P,

Ptl(Yt =w [{ y}<¢) Ptz()’t =w [{ ¥}<t) Ptg(:Vt =w [{ ¥}<¢)

El ]

Holtzman et al., ICLR 2020
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° ° Sg/w /a ‘lt 's_ne::tin zyblait:?(?from vacation.
Comparing different LA s

Just got back from vacation.
09/10/18 - Just got back from vacation. Just got back from vacation.

o o |
d | 09/09/18 - Just got back from vacation. Just got back from vacation.
e CO I n a O rl I I . S 09/08/18 - Just got back from vacation. Just got back from vacation.
Beam Search, b=16
- 01/05/19 - Visited The Subaru Canada Heritage15th Star for my vehicle research.
That was a wonderful experience. Thanks again for your knowledge and support.
o 05/23/19 - | was thrilled to receive my Subaru Legacy character! It fits me perfectly and
makes me feel like a kid again!

Pure Sampling 06/15/19 - Just regained my licence for my different coloured 2016 WRX / STI...

7 Just got back from vacation.
2K 09/07/18 - Happy 9th birthday to me! Happy 9th birthday to me!
: 09/01/18 - Sotwidden also! Sofwidden also!
7 08/25/18 - Happy birthday to me! Happy birthday to me!
o 08/17/18 - Night shift! nOoNight shift! O
Sampling, t=0.9  08/17/18 - Lucky me! Lucky me!

r----1

Just got back from vacation.

: : 09/03/18 - After more than 40 years, | might have an apartment in Virginia Beach.
] 1 After more than 40 years, | might have an apartment in Virginia Beach.
I ! 08/20/18 - Going for a hike at Mount Eerie in Northeast Virginia Spring

L----J

Top-k, k=640

Going for a hike at Mount Eerie in Northeast Virginia Spring

Just got back from vacation.

09/08/18 - I've gotten really sick. - I've gotten really sick.
09/07/18 - My wife and | are getting married in February.
- My wife and | are getting married in February.
09/06/18 - I'm so excited to go back to college this fall.

- I'm so excited to go back to college this fall.

Just got back from vacation.

07/12/18 - Happy birthday to Swingu, who is nearly 5 years old. | would like to say hi to
him on the roacfas well as when | ride with him. You cannot go to work without feeling
physically sick or psychologically exhausted because you can barely breathe. Even if you
ride on rollercoaster even once, it is easy to recover from the physical side of it.

Nucleus, p=0.95

| just got back from a much needed and really great nine day vacation to my remote
Arizona property. It was a really restful and relaxin%visit. | got a lot accomplished while |
was there, but still found time to just goof off and have fun too. | got to do some
astronomy, even though the weather was pretty cloudy most of the time. Here is a 50

Holtzman et al. ICLR 2020 WebText minute exposure of M101. It turned out pretty good.
L anaaa TtstemsERaS
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o ° Sg/\ﬂ\ /a ‘lt 's_ne::tin myblailfc?(?from vacation.
Comparing different LA s

Just got back from vacation.
09/10/18 - Just got back from vacation. Just got back from vacation.

[ [
d 09/09/18 - Just got back from vacation. Just got back from vacation.
e CO I n a O rl I I . S 09/08/18 - Just got back from vacation. Just got back from vacation.
Beam Search, b=16
- 01/05/19 - Visited The Subaru Canada Heritage15th Star for my vehicle research.
That was a wonderful experience. Thanks again for your knowledge and support.
. 05/23/19 - | was thrilled to receive my Subaru Legacy character! It fits me perfectly and
makes me feel like a kid again!

7
Pure Sampling 06/15/19 - Just regained my licence for my different coloured 2016 WRX / STI...

Just got back from vacation.
2K 09/07/18 - Happy 9th birthday to me! Happy 9th birthday to me!
: 09/01/18 - Sotwidden also! Sofwidden also!
7) 08/25/18 - Happy birthday to me! Happy birthday to me!
_ 08/17/18 - Night shift! nOoNight shift! O
Sampling, t=0.9  08/17/18 - Lucky me! Lucky me!

r----1

" I Just got bacl;tfrom vaca};[ion. h 5
: 09/03/18 - Atter more than 40 years, | might have an apartment in Virginia Beach.
i I years, | mig P g
® G en erate teXt tO COntI nue a ] K 1 After more than 40 years, | might have an apartment in Virginia Beach.
I ! 08/20/18 - Going for a hike at Mount Eerie in Northeast Virginia Spring
b= Going for a hike at Mount Eerie in Northeast Virginia Spring

given context Top-k, k=640

[ o————— Just got back from vacation.

. ! I 2K 09/08/18 - I've gotten really sick. - I've gotten really sick.
() O pe N-én d ed g ene rat| on : K : n OC[{/\/O7-/'11(8 - My wife and | are g?tting marrigd Fn February.
[ I - My wife and | are getting married in February.
b 09/06/18 - I'm so excited to go back to college this fall.
Top-k, k=640, t=0.7 - |'m so excited to go back to college this fall.

Just got back from vacation.

07/12/18 - Ha%py birthday to Swingu, who is nearly 5 years old. | would like to say hi to
him on the road as well as when | ride with him. You cannot go to work without feeling
physically sick or psychologically exhausted because you can barely breathe. Even if you
ride on rollercoaster even once, it is easy to recover from the physical side of it.

Nucleus, p=0.95

| just got back from a much needed and really great nine day vacation to my remote
Arizona property. It was a really restful and relaxin%visit. | got a lot accomplished while |
was there, but still found time to just goof off and have fun too. | got to do some
astronomy, even though the weather was pretty cloudy most of the time. Here is a 50

Holtzman et al. ICLR 2020 WebText minute exposure of M101. It turned out pretty good.
PR e
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o ° Sg/\:lv:\ /a ‘lt 's_ne::tin ;:ybgt:?(?from vacation.
Comparing different LA s

Just got back from vacation.
09/10/18 - Just got back from vacation. Just got back from vacation.

[ [
d 09/09/18 - Just got back from vacation. Just got back from vacation.
e CO I n a O rl I I . S 09/08/18 - Just got back from vacation. Just got back from vacation.
Beam Search, b=16
- 01/05/19 - Visited The Subaru Canada Heritage15th Star for my vehicle research.
That was a wonderful experience. Thanks again for your knowledge and support.
- 05/23/19 - | was thrilled to receive my Subaru Legacy character! It fits me perfectly and
makes me feel like a kid again!

4 4
Pure Sampling 06/15/19 - Just regained my licence for my different coloured 2016 WRX / STI...

Just got back from vacation.
2K 09/07/18 - Happy 9th birthday to me! Happy 9th birthday to me!
: 09/01/18 - Sotwidden also! Sofwidden also!
7) 08/25/18 - Happy birthday to me! Happy birthday to me!
_ 08/17/18 - Night shift! ooNight shift! O
Sampling, t=0.9  08/17/18 - Lucky me! Lucky me!

:'_---1. Just got bad;tfrom vacaﬁion. h 5

: 09/03/18 - Atter more than 40 years, | might have an apartment in Virginia Beach.
i I years, | mig P g
® G en erate teXt tO COntI nue a ] K 1 After more than 40 years, | might have an apartment in Virginia Beach.
I ! 08/20/18 - Going for a hike at Mount Eerie in Northeast Virginia Spring

L----J

given context Top-k, k=640 |
P - Just got back from vacation.
. 09/08/18 - I've gotten really sick. - I've gotten really sick.
@ O peﬂ -éen ded g ene rat| on 09/07/18 - My wife and | are getting married in February.
® Same decoding algorithms are
d ‘SO U Sefu ‘ fO r C‘ ose-en d ed him on the road as well as when | ride with him. You cannot go to work without feeling
physically sick or psychologically exhausted because you can barely breathe. Even if you

- My wife and | are getting married in February.
g ene rat| on taSkS Nucleus p=0.95 ride on rollercoaster even once, it is easy to recover from the physical side of it.

09/06/18 - I'm so excited to go back to college this fall.
| just got back from a much needed and really great nine day vacation to my remote
Arizona property. It was a really restful and relaxiéw%visit. | got a lot accomplished while |

Going for a hike at Mount Eerie in Northeast Virginia Spring

Just got back from vacation.
07/12/18 - Ha%py birthday to Swingu, who is nearly 5 years old. | would like to say hi to

- I'm so excited to go back to college this fall.
was there, but still found time to just goof off and have fun too. | got to do some
astronomy, even though the weather was pretty cloudy most of the time. Here is a 50

Holtzman et al. ICLR 2020 WebText minute exposure of M101. It turned out pretty good.
e et

41




CSCI 499 Spring 2024: Language Models in NLP USC\flterbl

Temperature Scaling Py = ) = S
| ey EXD(S,)

42



CSCI 499 Spring 2024: Language Models in NLP USC\/ltefbl

Temperature Scaling Py = ) = S
| ey EXD(S,)

® Recall: On timestep 7, the model computes a prob distribution P,

by applying the softmax function to a vector of scores s € R/
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Temperature Scaling Py = ) = S
| ey EXD(S,)

® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R

® \We can apply a temperature hyperparameter 7 to the softmax to
rebalance P,

exp(s,,/7)

PO =w) = Zvevexp(Sv/T)
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Temperature Scaling

® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R/

® \We can apply a temperature hyperparameter 7 to the softmax to
rebalance P,

exp(s,,/7)
2oy EXP(S,/7)

® Raise the temperature 7 > 1: P, becomes more uniform

P(y, =w) =

® More diverse output (probability is spread around vocab)
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)
o

P(y,=w) =

USC Viterbi
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by applying the softmax function to a vector of scores s € R/

® \We can apply a temperature hyperparameter 7 to the softmax to
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exp(s,,/7)
2oy EXP(S,/7)

® Raise the temperature 7 > 1: P, becomes more uniform
® More diverse output (probability is spread around vocab)

P(y, =w) =

® [ ower the temperature 7 < 1: P, becomes more spiky
® | ess diverse output (probability is concentrated on top words)
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Temperature Scaling xp(S,)

Py, =w) = ——
=) Y <y EXD(S,)
® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R"! ..
® \We can apply a temperature hyperparameter 7 to the softmax to °* i ggg /
rebalance P, ¢ :j
CX T
Py, =w) = SR
ZvEV exp(S,/7)
® Raise the temperature 7 > 1: P, becomes more uniform Temperature is a
® More diverse output (probability is spread around vocab) hyperparameter for
® Lower the temperature 7 < 1: P, becomes more spiky decoding: It can be

® | ess diverse output (probability is concentrated on top words)  tuned for both beam

search and sampling.
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Modern Decoding: Takeaways

® Natural language distributions are very peaky but the softmax function assigns probabilities
to all tokens in the vocabulary

® Hence we need approaches to truncate / modity the softmax distribution
® Ancestral, Top-k, Top-p (Nucleus), Temperature
® Some properties of the softmax function make truncation based decoding necessary
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Modern Decoding: Takeaways

® Natural language distributions are very peaky but the softmax function assigns probabilities
to all tokens in the vocabulary

® Hence we need approaches to truncate / modity the softmax distribution
® Ancestral, Top-k, Top-p (Nucleus), Temperature
® Some properties of the softmax function make truncation based decoding necessary

CLOSING THE CURIOUS CASE OF NEURAL TEXT

DEGENERATION :
Next Class: Evaluating

Matthew Finlayson John Hewitt :

University of Southern California Stanford University G enerad tl ons (M e) /

mfinlays@usc.edu johnhew@cs.stanford.edu P 't d
rompting an

Alexander Koller Swabha Swayamdipta . .

Saarland University University of Southern California | N St ru Ct' on TU Nnin g

koller@coli.uni-saarland.de swabhas@usc.edu

(GQuest Lecture)

Ashish Sabharwal
The Allen Institute for Al
ashishs@allenai.org
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