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@ You

What is a good joke about large language models?

ChatGPT
Sure, here's a lighthearted joke about large language models:
Why did the language model bring a ladder to the conversation?

Because it wanted to reach the next level of understanding!

@ You

Can you make it funnier?

ChatGPT

Certainly, let's try to add more humor:

Why did the GPT model start a comedy career?

Image Source: Towards Data Science
R meeee Because its jokes were so well-structured, they always got a perfect "10"24" laughs!
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Human language, as opposed to
programming languages

K

Language Models in Natural Language Processing

| /

\ Automatic, as opposed to manual

No other symbols or labels



CSCI 499 Spring 2024: Language Models in NLP USC\[]._terbi

What is

Natural Language Processing ?

® Field at the intersection of computer science, Al (especially machine learning) and
linquistics

® Goal: for computers to process human language, similar to human understanding,
towards performing useful tasks

® Challenge: understanding and representing the meaning of language is something even
humans struggle with

® Processing: produce outputs (Y) with language or text as input (X)

® OQutputs can be more language / text as welll




CSCI 499 Spring 2024: Language Models in NLP USC\[]._te]_‘bi

L anguage Models

® Task: Given a sequence of words so far (the context), ;
oredict what comes next I
| like to|
® |ike autocompletel
® \\Ve never know for sure what comes next, but we can . - "
still make good guesses! dwertyuiop

. . . d f h | k |
® Question: what is X and what is Y here? 4 S J J

H z x ¢ v b nm &

® |nput X = Language and Output Y = Language 123, © .
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L anguage

® Task: Given a sequence of words

so far (the context), predict what

comes next
® \\Ve never know for sure wr

comes next, but we can sti
make good guesses!

Model as Autocomplete

What words can follow this?

... hight
... charleston
... cha-cha

Dance the...
at

What is common to these words?
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USC Viterbi

L anguage Model as Autocomplete

® Task: Given a
sequence of words so
tfar (the context),
predict what comes
next

® \\Ve never know for

sure what comes next,

but we can still make
good guesses!

The 44th President of .
United States was ...

, What words can follow this?

...Barack Obama
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swim

lots
| want to ... at < barbecue

video
la
play <:tennis

shovel —show

do

Hey ... Joe

The capital of Nebraska is ... = — Lincoln
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Today's Lecture: Introduction to LMs in NLP

1. What are language models?

?
2. Why study language models: CSCI499 Spring 2024: Language Models in NLP

¢ Spring 2024 O Mon/Wed4:00-550p ¢ 134
3. LLMs - capabilities and risks

4. Class Syllabus

5. Class Logistics
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lAII(iE LANGUAGE MODELS
// ’

D,

(MODEL
imgflip.com ( - | ". |

11
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| anguage Models Are Everywhere

\ N | — D
25 & Z = &

- - -

Virtual Translation content Code HaRSCrpuon Sentiment
Assistants ereaxion Generation Analysis

12
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Apple’s Siri

13

® Understands the user
® Remembers what the user said

earlier

® Can understand which alarm

she is referring to

Hey Siri, set an
alarm for 7am every
day

Okay, your
alarm is set

When is my
next alarm?

You have an
alarm for 7am
tomorrow

Actually,
delete my alarms
for weekends

USC Viterbi
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Google Translate

14

@ Q Google Translate

trans\ate.goog\e.com

¢ 2 £ %

— cH g\eTrans\ate

psites

@;
.
p

Sp,t\N\SH
ENGL\S'

% Documents

7A Text &

FRENCH

DETECT LANGUAGE

T

® Detects language

automatically
® Can reorder spans in text
on the tly

-

]

TiHcEE, B R=

7\

-

1R Ea 7

2 /4
— L

330

JJ

-

my 7S

N
/

—=1/) |

3Z

=,

T1E,

I
( Translate |

v

USC Viterbi

WA LA

People’s Daily, August 10, 2020

The Political Bureau of the CPC Central Committee held a meeting on July 30 to
analyze and study the current economic situation and plan economic work in the
second half of the year.
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Google Search

GQ g|e how to propagate ferns X § G Q
Videos Images Shopping Indoor From spores In water From seed From cuttings
® Understands that a fern can
be | n d OO r[ Ca n be p ro pa g ated About 1,350,000 results (0.32 seconds)
. Physically dividing ferns is the simplest way to propagate them.
€ |th er frOm Seed or from Simply take a mature clump of ferns out of its container or dig it ¥ . .
. up out of the ground and divide it into pieces. Every separate g @)‘g
cuttings . . | .
clump of fronds — growing on an erect rhizome - can be * ﬁ
® Can find the exact passage N separated out into an individual plant.
a webpage that answers the e g com fampropsgsion.

Fern Propagation Techniques Using Spores or Mother Plants

questions

® Can find related (in meaning)

qu estions People also ask

Can you grow a fern from a cutting? v
s ———

15
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| arge Language Moadels (LLMs)

® These models are trained over a ton of data (a curated scrape of the web). So they will

have seen information about Nebraska and Lincoln.
® A big enough model can answer questions even without being trained to do so. What
else can we get these models to do?

GPT-3
r A
Language :
> Lincoln
Web text Model ~

—— -

“Pre-training”:

LM is learned on The capital of Nebraska is

the web

16
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GPT-4 Passes the Bar Exam!

GPT Takes the Bar Exam
December 29, 2022 Progression of GPT Models on the MBE

Michael Bommarito II 123, Daniel Martin Katz!23:" 80%

1 Illinois Tech - Chicago Kent College of Law (Chicago, IL USA)
2 Bucerius Law School (Hamburg, Germany) 70% 1
3 CodeX - The Stanford Center for Legal Informatics (Stanford, CA USA)

Average MBE
Passing Range

* Corresponding Author: dkatz3@kentlaw.iit.edu 60% 1

i

g gy NORE Seudent Average
- GIT3 st Chake

Abstract , " a3ty e s

Nearly all jurisdictions in the United States require a professional license exam,
commonly referred to as “the Bar Exam,” as a precondition for law practice. To even
sit for the exam, most jurisdictions require that an applicant completes at least seven
years of post-secondary education, including three years at an accredited law school. In
addition, most test-takers also undergo weeks to months of further, exam-specific
preparation. Despite this significant investment of time and capital, approximately one
in five test-takers still score under the rate required to pass the exam on their first try.
In the face of a complex task that requires such depth of knowledge, what, then, should
we expect of the state of the art in “AlI?" In this research, we document our i iy
experimental evaluation of the performance of OpenAl's TEXT-DAVINCI-003 model, Fig 1. Summary of performance by question category for GPT-3.5 and 30% -
often-referred to as GPT-3.5, on the multistate multiple choice (MBE) section of the NCBE-Reported Students

exam. While we find no benefit in fine-tuning over GPT-3.5's zero-shot performance at

the scale of our training data, we do find that hyperparameter optimization and prompt NCBE vs. GPT Performance on the MBE

engineering positively impacted GPT-3.5's zero-shot performance. For best prompt and

parameters, GPT-3.5 achieves a headline correct rate of 50.3% on a complete NCBE Read Property

MBE practice exam, significantly in excess of the 25% baseline guessing rate, and e NCBE Student Average
performs at a passing rate for both Evidence and Torts. GPT-3.5's ranking of responses GPT-35

is also highly-correlated with correctness; its top two and top three choices are correct : - NCBE-GPT Spreod
71% and 88% of the time, respectively, indicating very strong non-entailment o
performance. While our ability to interpret these results is limited by nascent scientific

understanding of LLMs and the proprietary nature of GPT, we believe that these Contracs 10% -
results strongly suggest that an LLM will pass the MBE component of the Bar Exam in
the near future.

NCBE and GPT-3 Correct Rates by Question Category Ql 2019 Q4 2022 Ql 2023

50% -

i

Percest Correct

y 5533

40% -

i

Correct Rate

S £ X USSEAny ELENS W L gt o E 1]
CNE P ndre Cvvtman s Mol Prageiry Commmm  Criminsd Law s T Comes bl
Procmdare Lase

Random Guessing

20% -

GPT GPT Top 2 GPT Top 3 NCBE ! Civil Procedure O(y i
0 T
i 232; g;: % 3?;2 GPT-2 ada babbage curie davinci GPT-3.5 ChatGPT GPT-4 Student Avg.
oA o 63% 79% 50% 001 001 001 001 (NCBE BarNow)
Constitutional Law  49% 67% 87% 2%
Real Property  45% 72% 85% 65% s0d Procedure
Con S % 7% T 0%
it T Podare. W% 2% oo S B GPT<=3.5 mw GPT-4 W NCBE

Comatitational
Law

AVERAGE 50% 1% 88% 68%
Table 2. Summary of performance by question category for GPT-3.5 and Torts

NCRE-Saporied Shedwis Accuracy by Question Category for GPT and Average Test-Takers

17
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| LMs are being used to...

Code computer programs!
Summarize articles, podcasts or presentations
Draft emails
Script social media posts Create a title for an article
Play games
L

Assist WITI" inh caarcrhac I Acle triviia A11actinne I ~

ncluding Extremely powertul: can in many cases replace
and ¢ laborious manual efforts

_ ormulate product
Describe complex topics more simply descriptions
Solve math problems

Create articles, blog posts Reword existing content for a different medium, such
and quizzes for websites as a presentation transcript for a blog post

18


https://www.techtarget.com/whatis/definition/search-engine-optimization-SEO
https://www.techtarget.com/whatis/definition/search-engine-optimization-SEO
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Why should we care about language models?

generate a color pallet for HomeBite's Ul

® Foundational models in NLP today
® |nternal representations of models is

9

Sure, here's an example of a color palette that could be used for HomeBite's Ul:

Main color: #ff6347 (a bright orange color)
Secondary color: #f5f5f5 (a light gray color)

learned exclusively from language

Accent color: #ff4500 (a darker orange color)
Text color: #333333 (a dark gray color)
Background color: #f0f0f0 (a light gray color)

models X

o 0 s~ XD =

Border color: #cccccce (a medium gray color)

® Direct applications of LLMs are growing

r.a p i d ‘y using the main color as the primary color, the secondary color as a background color, and

You could use these colors to create a cohesive and consistent look throughout the app,

the accent color for hover effects, buttons, and other interactive elements.

‘ C‘ a SS | Ca ‘ | m po rta n Ce You could also use these colors as a starting point and adjust them as needed to match

your desired design, and also consider accessibility and contrast ratios.

® Ubiquitous, so everyone has an opinion!

Please note that color choices can be subjective, and the final choice is up to you and

your team.

® |mmense societal implications

ChatGPT Jan 9 Version. Free Research Preview. Our goal is to make Al systems more natural and safe to interact with. Your feedback will help us improve.

19
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In your own words...

theoretical details of Large lLanguage models... Looking
with each advawnce tn Al there Ls a reflection
cast onto our own intelligence and humanity

forward to Learn wore about Large lLanguage model
architectures... hope to apply what ( Learn L this elass to

interested twn artificial intelligence and human-machine
"diatog we"

My oww research Ln human geneties

dive deep on the math/algorithms behina how it works, so
that  may engage in NLP related research and projects
challenge mgseL{ as well as explore my Lnterest Lt NLP ) ) .
help with code refactoring/optimization tn embedded systems.

learning about the theory behind tt, | could also

Uetter understand ths LatatLons, which is eroiat exploring and assessing gender and racial bias wn Letters of
recommendation

understanding some of the

Lmportant concepts behinad Chatgpt

whewn technology like ChatGPT Ls tncorporating tinto
all aspect of our Life.

class that allows me to explore th LS
overlap [between] ML and Lingulstics

20
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: Language Models in NLP

CSCI 499 Spring 2024

Name, How long at USC?, 1 fun fact
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Why does this work?

Progression of GPT Models on the MBE

GPT Takes the Bar Exam 80%
December 29, 2022

Michael Bommarito IT 12 Daniel Martin Katz!23"

70%

1 Illinois Tech - Chicago Kent College of Law (Chicago, IL USA)
2 Bucerius Law School (Hamburg, Germany)
3 CodeX - The Stanford Center for Legal Informatics (Stanford, CA USA) 60%

Average MBE
Passing Range

* Corresponding Author: dkatz3@kentlaw.iit.edu Q12019 Q42022 Q12023

NCBE and GPT-3 Correct Rates by Question Category
" o 50%
Abstract _ il d

1

i

Nearly all jurisdictions in the United States require a professional license exam,
commonly referred to as “the Bar Exam,” as a precondition for law practice. To even
sit for the exam, most jurisdictions require that an applicant completes at least seven
years of post-secondary education, including three years at an accredited law school. In
addition, most test-takers also undergo weeks to months of further, exam-specific
preparation. Despite this significant investment of time and capital, approximately one
in five test-takers still score under the rate required to pass the exam on their first try.
In the face of a complex task that requires such depth of knowledge, what, then, should -~ g e~ e g~

Percent Correct

40%

ow ¢

Correct Rate

we expect of the state of the art in “AI?” In this research, we document our D
experimental evaluation of the performance of OpenAl's TEXT-DAVINCI-003 model,
often-referred to as GPT-3.5, on the multistate multiple choice (MBE) section of the
exam. While we find no benefit in fine-tuning over GPT-3.5's zero-shot performance at
the scale of our training data, we do find that hyperparameter optimization and prompt
engineering positively impacted GPT-3.5's zero-shot performance. For best prompt and
parameters, GPT-3.5 achieves a headline correct rate of 50.3% on a complete NCBE
MBE practice exam, significantly in excess of the 25% baseline guessing rate, and

Question Cavegory

Fig 1. Summary of performance by question category for GPT-3.5 and
NCBE-Reported Students

NCBE vs. GPT Performance on the MBE

Read Property

. NCBE Student Average

30%

Random Guessing

performs at a passing rate for both Evidence and Torts. GPT-3.5's ranking of responses GPT-35 209/ A
is also highly-correlated with correctness; its top two and top three choices are correct NCBE-GPT Spread 0
71% and 88% of the time, respectively, indicating very strong non-entailment bl o denisc
performance. While our ability to interpret these results is limited by nascent scientific
understanding of LLMs and the proprietary nature of GPT, we believe that these
results strongly suggest that an LLM will pass the MBE component of the Bar Exam in
the near future.
10% -
GPT GPT Top2 GPT Top3 NCBE
Evidence 63% 84% 98% 65%
Torts  62% 72% 93% 1%
Civil Procedure  52% 63% 79% 59%
Constitutional Law  49% 67% 87% 2%
Real Property  45% 72% 85% 65% 0% T
Contracts  45% % 86% 70% : : :
T T sl S i vt GPT-2 ada babbage curie davinci GPT-3.5 ChatGPT GPT-4 Student Avg.
001 001 001 001 (NCBE BarNow)

AVERAGE 50% 1% 88% 68%
Table 2. Summary of performance by question category for GPT-3.5 and
NCBE-Reported Students

Comatitation
Law

Fig 2. Accuracy by Question Category for GPT and Average Test-Takers

E GPT<=3.5 o GPT-4 B8 NCBE

The model has seen how to do a lot of tasks already when it was being built!

22
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Yann LeCun @ylecun - 4d
@ AR-LLMs can pass the bar exam,
medical licensing & MBA exams.
But on the lIT entrance exams they
perform badly on chemistry, horribly on
physics, and terribly on math.
They are good with rote learning &
fluency but bad with building mental

models & reasoning with them.

23
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But LLMs are tar from perfect

Mar 8, 2023 - Technology

The ChatGPT Lawyer Explains AnA.L Hit of Fake ‘Drake’ and "The Chatbot therapy, despite cautions
Himself Weeknd’ Rattles the Music World : <Y ’
In a cringe-inducing court hearing, a lawyer who relied on A.L to A track like “Heart on My Sleeve,” which went viral before being ﬁ N d S e nt h U S I aStS
craft a motion full of made-up case law said he “did not taken down by streaming services this week, may be a novelty for
comprehend” that the chat bot could lead him astray. now. But the legal and creative questions it raises are here to stay. I\  PeterAlenClark

% Share full article ~ m Q 267 '% Give this article ~ E] Q 215

Fim

A.I.-Generated Content Discovered on

Neuws Sites. Content Farms and This Tool Could Protect Artists From

Product Re,views A.L-Generated Art That Steals Their .

The findings in two new reports raise fresh concerns over how l Slyle E t h I C a | | S S u e S

NSURTE : . : Artists want to be able to post their work online without the fear
‘ artificial intelligence may transform the misinformation ' i s hi " W renlace th
. of feeding this monster that could replace them.

< Hallucination leading Privacy and Copyright and Biases

——
to misinformation Issues
oo — ——————————
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The Pre-Neural Age ot LMs (-2013)

HAVE

® n-gram language models
® The power of context
® Smoothing
® Evaluating LMs

DO
CAN
WANT
WILL
THINK
ARE

WOULD

AM
NEED
DD
KENOW
WAS

HHAD

LIK)

USED
BELIENVE
DCcHED
sHoULDh

GLIISS
N

TRIED
SEEING
VERY
MUST
1w
WONDER
OO
LIOORING
SEE

Image Courtesy

nHAT
SURS
RECEIVE
wITH
NEVER
AN

HAD
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MAKE
QUESTIONS
MUCH
ALSO
JUSY
"

AT
WANT
VIR
1OK

: Chris Harrison
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—-10 1

—-20 -
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USC Viterbi

Cfme fenses digi;al
TN L Farly N | LMs (2013-2018
% !{*’:és,. . " arlr y cul'd S =
‘0 & Iearthmg.s {3
oo .. o howe'er‘br:ﬁo% e & ® -
10| jight 4 o’ el r:a. ohc g .: f‘o.
ti e bsat"”-s: 'Wc"‘?‘t - ) e Vo tund .
custome.‘ yi‘y in:'d i y.:.a r!” &55... = .} ® faVOI’Ite season IS Spl'lng
05 . cproba .: .W . og® @
mp3.tripo 0:.. .‘. ‘wet:gf:.g{.l‘. {esﬂ‘. Tsampc TMHU e T nple
..0. K ‘..etc'.. .sgcw?dO 5 @
o e 2 <F% s iudgls -"'“S..gt'ween e g2 e
g 4 .qnto :evwg’. o 4\ A A
® i speake ﬁfag |:-aetto : . seved ;bp% U U U U
forth o :"e: L h©O)__ h(1) h(2) h(3) h(4)
. . . e gl O O O . O
. . : . . . . : Wh): Wh)‘ Wh)‘ Wh). Wh)
-30 -20 -10 0 10 20 30 ‘ . .
. . . . . . . ‘ . .
(ML Basics) Logistic Regression = hd hd
® \Word Embeddings we W we W
O O O O
® Feed-forward Networks O 2 @ 3) @ y @
e(l) el?) el3) ed)
O O O O
® Recurrent Neural Net Language Models O O O O
® Basics of Neural Nets: Backpropagation TI:J % TE} %
® Encoder-Decoder Models my  favorite  season is Spring
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® Attention
® Transformers

® Seclf-Attention Networks
® Masked Language Models
® Decoder-only Models

USC Viterbi
Modern Neural Language Models (2018 - present)

Output
Probabilities

Add & Norm

Feed
Forward

| Add & Norm |
Multi-Head
Attention

Add & Norm
Feed
Forward

N x
x| ~~(AddE Norm_
Add & Norm Masked
Multi-Head Multi-Head
Attention Attention
1 J 1t J
Positional ‘ Positional
. & T
Encoding 1“»' Encoding

Input Output
Embedding Embedding

l i

INputs Outputs
(shifted rnght)
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| arge Language Moaels

\jnwpem'«seb

® Pretraining and Finetuning Soper Vised Q/\ h
® Generation from LLMs Fing 401109

® Prompting and Instruction Tuning

® Preference Alignment using
Human Feedback ~@N( %

® Qutstanding Technical Issues / =R
(e.q., hallucinations) and Socio-  Riue
Technical Issues (e.g., privacy) -

Shoggoth with smiley face meme (image credit @anthrupad) - thanks to Justin Cho
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Concrete Outcomes

® Fundamentals of language modeling

® Build a language model - homework and / or project

® | ecarn the connections between this language model and models
such as OpenAl’'s ChatGPT / GPT-4 models

® Current capabilities and outstanding issues with LLMs

® Exciting new problems

30
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USC Viterbi

What the class will NOT cover

® Detailed discussion on NLP
classification tasks, e.g. question

answering
® (Classical NLP algorithms tor structured

prediction
® c.g. logical semantics and lambda

calculus
® sequence tagging tasks
® |n-depth discussion of linguistics

31

Discourse

Semantics

CommunicationEvent(e) SpeakerContext(s)
Agent(e,Alice) TemporalBefore(e, s)

Recipient(e, Bob)

Syntax: Constituents

Syntax: Part of Speech

Words

Morphology

Characters

NP PP
N
Noun VerbPast Prep Noun

Alice talked to Bob

talkl||-ed| [VerbPast]

Punct

Alliclel tlallkled [tlol Biob
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Staft and Website

Lectures, Readings,
Instructor: Swabha Swayamdipta Announcements

Office Hours: Friday 10-11 am; Location TBD

Course Producer: Xinyue Cul

Xinyuecu@usc.edu https://swabhs.com/sp24-csci4d99-Iméanlp/

33
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Pre-Requisites and D-Clearance

Students are required to have taken
® ~and

® / / equivalent
experience

Fluency with python programming is recommended!

Please email me for special circumstances or specific clarifications

34
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Deliverables

® Homeworks - 40%
® Class Project - 40%
® Quizzes and Class Participation - 20%

® 6 total late days for homeworks and projects
® No fractions
® Max 3 per assignment / project deliverable
® No late days for quizzes

® All work due by 11:59pm PT

35
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Homeworks

® 4 homework assignments - 10% each
® Mix of programming and essay-type questions

® Topics will be based on modules:
® n-gram language models (releasing soon!)
® \Word embeddings + RNN-LMs
® Attention in Transformers
® Advanced Topics in LLMs

A Subject to change

® 10-14 days per homework

36
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Quizzes and Participation

20% ot the grade: quizzes (15%) and participation (5%)

Quizzes will be in class and are designed to encourage you to do your readings:

® Released in class, to be submitted in class (allowed only for class attendees)

® Announced in the previous class / week

Class participation - This class is meant to be a discussion-oriented intro to research:

® Attend class - do inform of extenuating circumstances that prevent you from attending
® Ask questions in class, and volunteer to answer my questions!

37
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Class Project

® Styled like a research paper
® Teams of 2-3 students
® \We expect to see ~9 groups, based on
enrollment
® \We're working on getting the class CARC access
® Grading:
® 5%: (3 mins) +
® 5%: (1 page) +
® 10%: (3 pages) +
® 10%: of main findings (20 mins) +
® 10%: (6-8 pages)
® 1 page project proposal due by 2/5

Jan 22:
Jan 24:
Jan 29:
Jan 31:
Feb 5:
Feb 7:

Feb 12:

Feb 14:
Feb49:
Feb 21:
Feb 26:

Feb 28:

Apr 8:

Apr 10:

Apr 15:

Apr 17:

Apr 22:

Apr 24.

A‘ﬁﬁgl

May 1:

PROJECT PITCHES

Logistic Regression

Logistic Regression Il

Word Embeddings |

Word Embeddings i
Feedforward Neural Nets and Backprop

Recurrent Neural Network LMs

Modern Neural Language Models

Sequence-To-Sequence and Attention

No Class WIS aN i)\ %

Transformers - Building Blocks

Transformers - Building Blocks Il

PROJECT DISCUSSIONS

PROJECT DISCUSSIONS

Outro and Project Presentations

Putting it all together
PROJECT PRESENTATIONS
PROJECT PRESENTATIONS

PROJECT PRESENTATIONS

PROJECT PRESENTATIONS

No Class B354

PROJECT FINAL REPORT

USC Viterbi

HW1 Due 1/26

HW2 Released

HW2 Due

PROGRESS REPORT DUE 3/1

No Additional Readings
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Class Project Topics - Examples

Detoxitying Language Model with Context
Distillation Forage: ML Generated Recipes

Learning the Language of Wine
Haiku Generation with Large Language Machine Tranclation from Inuktitut to

Models Creativity in choosing new and interesting

_egal-SBERT: Creatir problems often get rewarded! s in Social

for the Legal DomainH

Oftice Hours for Nip Attribution with Limited Text

Prompting for Diverse Responses: [v Project Feedback 'asit Written?
_arge Language Models More Truthheeeser

See more: Stantord CS229
Machine Learning

See more: Stanford

CS224n Projects
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https://cs229.stanford.edu/proj2017/final-reports/5244233.pdf
https://cs229.stanford.edu/proj2017/final-reports/5244216.pdf
https://cs229.stanford.edu/proj2017/final-reports/5244207.pdf
https://cs229.stanford.edu/proj2017/final-reports/5244207.pdf
https://cs229.stanford.edu/proj2017/final-reports/5242067.pdf
https://cs229.stanford.edu/proj2017/final-reports/5242067.pdf
https://cs229.stanford.edu/proj2017/final-reports/5241953.pdf
https://cs229.stanford.edu/proj2017/final-reports/5241765.pdf
https://cs229.stanford.edu/proj2017/
https://cs229.stanford.edu/proj2017/
https://web.stanford.edu/class/cs224n/final-reports/final-report-169707107.pdf
https://web.stanford.edu/class/cs224n/final-reports/final-report-169707107.pdf
https://web.stanford.edu/class/cs224n/final-reports/final-report-169444285.pdf
https://web.stanford.edu/class/cs224n/final-reports/final-report-169444285.pdf
https://web.stanford.edu/class/cs224n/final-reports/final-report-169451673.pdf
https://web.stanford.edu/class/cs224n/final-reports/final-report-169451673.pdf
https://web.stanford.edu/class/cs224n/final-reports/final-report-169510459.pdf
https://web.stanford.edu/class/cs224n/final-reports/final-report-169510459.pdf
https://web.stanford.edu/class/cs224n/project.html
https://web.stanford.edu/class/cs224n/project.html
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Fal

Math Solver

USC Viterbi

23 CSCI 499 Class Projects

Enhancing Model Performance through Explanation-Guided Few-Shot Learning

Music Score Generation

Enhancing Debugging Skills of LLMs with Prompt Engmeerlng

Code Switch Language Mode|
RhymeGPT

BiasedCuisineNLP
MotivationGPT
Anti-ZeroGPT

Conflict Resolution in IR
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Academic Conduct

Plagiarism — presenting someone else’s ideas as your own, either verbatim or recast in your
own words — is a serious academic offense with serious consequences. Please tamiliarize

yourselt with the discussion of plagiarism in SCampus in
. Other forms of academic dishonesty are equally

unacceptable. See additional information in SCampus and university policies on Research

and Scholarship Misconduct.
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http://localhost:4000/fall23-csci499-lm4nlp/details/policies/policy.usc.edu/scampus-part-b
http://localhost:4000/fall23-csci499-lm4nlp/details/policies/policy.usc.edu/scampus-part-b
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Textbooks

® This textbook
contains chapters on the fundamentals of natural language processing.

® This textbook contains an overview of
machine learning approaches for NLP.

® This
textbook provides a deep learning perspective towards NLP.
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https://web.stanford.edu/~jurafsky/slp3/
https://github.com/jacobeisenstein/gt-nlp-class/blob/master/notes/eisenstein-nlp-notes.pdf
https://www.morganclaypool.com/doi/10.2200/S00762ED1V01Y201703HLT037
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Anonymous Questions and Comments

® An anonymous feedback form will be made available through
Plazza

o][eV4de

® Feedback is welcome, but please be reasonable :) We will try our
best to address the most important issues

® Piazza can be used to ask course / homework-related clarifying
questions as well
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CSCIl499 Spring 2024: Language Models in NLP
Welcome

s & Spring 2024 O Mon /Wed 4:00-550p ¢ 134

® TODOs for you
® Start brainstorming project
ideas and preparing a pitch
® Next Class
® n-gram Language Models

Image Courtesy: Chris Harrison
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