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Abstract

In an era where AI-created content is populat-
ing the internet, this study explores different
paraphrasing methods to lower the AI detec-
tion scores of AI-generated text, as measured
by detection tools such as ZeroGPT (Zer, 2023)
and DetectGPT (Mitchell et al., 2023). The
study encompasses five strategies: the use of
an alternative large language model (LLM) for
paraphrasing, characterizing the AI agent, fine-
tuning a T5 model to paraphrase the text, few-
shot prompting with targeted examples to steer
GPT towards desired writing styles, and fine-
tuning the GPT model to mimic user’s per-
sonal writing styles. We then analyze a dataset
comprising human-written responses and cor-
responding GPT-generated responses on same
questions. Notably, fine-tuning the GPT model
to mimic a user’s writing style emerges as the
most effective method to lower AI detection
score. These results highlight inherent chal-
lenges in current AI detection tools and offer
vital insights for advancing the robustness of
AI text detection in various domains.

1 Introduction

Since 2022, Generative Pre-training Transformer
(GPT) and large language model (LLM) have been
hot topics. As more and more people, especially
students, start to use this groundbreaking technol-
ogy, academic plagiarism resulting from use of arti-
ficial intelligence (AI) has become a rising problem.
Fortunately, GPT detection tools like ZeroGPT
have been developed (Shrivastava, 2023) and have
shown to be a great tool for detecting GPT gen-
erated text on the fly (Sample use of ZeroGPT is
shown at Figure 1). Given a text input, ZeroGPT
generates a score that indicates the likelihood that
the text was generated by artificial intelligence,
with a higher score indicating a higher likelihood.
Other than ZeroGPT, there are also other tools like
GPTZero that do similar tasks. These detection

tools assist educators in determining whether a doc-
ument was written by a student or AI.

Similarly, in academia, research on AI-generated
text detection has advanced with the development
of DetectGPT (Mitchell et al., 2023). The new
approach introduces a curvature-based criterion to
discern if a text is produced by a large language
model. DetectGPT operates by analyzing log prob-
abilities computed by the language model in ques-
tion, alongside random perturbations of the text
from another generic pre-trained language model.
This method is more discriminative than existing
zero-shot methods for model sample detection, of-
fering another robust tool to detect AI plagiarism.

However, are AI detection tools 1 like ZeroGPT
or DetectGPT competent enough to detect all AI-
generated text? Are there ways to use AI-generated
text while avoiding detection by these tools? In this
paper, we will look into multiple ways in which
GPT generated responses can be paraphrased, and
see how these methods can lower AI detection
scores. By doing so, we will expose the current
issues and drawbacks with existing AI detection
tools and provide insights on how they can be im-
proved.

2 Related Work

The field of natural language processing has
witnessed transformative advancements (Radford
et al., 2019; Brown et al., 2020; Zhang et al., 2022)
with the advent of increasingly large language mod-
els (LLMs). These large-scale models, including
the latest GPT-4 Model developed by OpenAI (Ope-
nAI, 2023), have not only achieved remarkable per-
formance on various language-related benchmarks
but also demonstrated an unparalleled ability to
generate text that is both convincing and contex-

1In our research, for ease of reference, we refer to ZeroGPT
and DetectGPT together as the "AI detection tools", and refer
to the scores obtained from ZeroGPT and DetectGPT as "AI
detection scores".



Figure 1: Screenshot of ZeroGPT

tually relevant. As these models continue to grow
in complexity and sophistication, they redefine the
boundaries of AI’s potential in mimicking and un-
derstanding human language.

Differentiating between text generated by artifi-
cial intelligence and human-written content there-
fore presents a considerable challenge. The study
led by Jakesch et al. illuminates the complexi-
ties inherent in human processing of AI-generated
language (Jakesch et al., 2023). They posit that
human evaluators often rely on flawed heuristics,
leading to predictable and potentially manipulable
judgments regarding AI-produced text. This un-
derscores the necessity for robust detection mecha-
nisms. Prior attempts in this domain, as noted by
(Bakhtin et al., 2019) and (Uchendu et al., 2020),
primarily centered on creating model-specific clas-
sifiers. These classifiers, however, demonstrated
a tendency to overfit to their training datasets and
the particular models they were designed to scruti-
nize. This overfitting resulted in a narrowed focus,
limiting their effectiveness to the specific type of
machine-generated content they were trained on,
thereby undermining their broader applicability in
distinguishing AI-generated text from human writ-
ing.

In response to the challenge of differentiating
AI-generated text from human writing, researchers
have been moving towards model-agnostic detec-
tion methods. This shift is underscored by the
development of advanced zero-shot detection tech-
niques, exemplified by the works of (Solaiman

et al., 2019) and the subsequent DetectGPT paper
(Mitchell et al., 2023).

Solaiman et al.’s methodology leveraged the av-
erage log probability under a generative model as a
key metric for detection. This approach provided
a robust baseline in zero-shot machine-generated
text detection, utilizing intrinsic textual characteris-
tics rather than external classifiers (Solaiman et al.,
2019). Building upon this foundational work, De-
tectGPT introduced a more refined strategy. It di-
verges from solely analyzing raw log probabilities
and instead estimates the local curvature of these
probabilities around a given text sample (Mitchell
et al., 2023). This nuanced approach allows for a
deeper insight into the probabilistic framework of
language models, enhancing the precision of AI
detection mechanisms.

In this paper, we endeavor to identify and re-
fine strategies that effectively counter AI detec-
tion tools. Prior research (Sadasivan et al., 2023;
Krishna et al., 2023) highlights the potential of
paraphrasing as a method to circumvent detection,
marking it as a critical area for further exploration.
Building on this foundation, our work extends be-
yond mere paraphrasing. We integrate a range of
techniques, including fine-tuning language models
and training our own models for enhanced para-
phrasing capabilities. Furthermore, we investigate
the application of characterizing the AI agent and
few-shot learning to modify language model out-
puts. Based on these multifaceted methods, our re-
search aims to identify the most effective approach



in reducing the AI detection scores.

3 Hypothesis

Our project will examine the hypothesis that para-
phrasing the text using different methods can
lower the AI detection score of AI-generated text
in both industry-grade classifier (ZeroGPT) and
research-grade classifier (DetectGPT). We specifi-
cally choose ZeroGPT since it is one of the most
popular AI detection platforms and have similar
results with other AI detection tools on sample text
input. And it is also one of the few AI detection
platforms without complex web scraping defenses,
allowing us to easily scrape the AI detection score
without paying a large API cost. Also, we specif-
ically choose DetectGPT since it is the most up-
to-date (July 2023) research-grade classifier that
outperforms existing zero-shot methods for model
sample detection.

4 Data

We will use the Hello-SimpleAI/HC3 dataset which
includes a set of questions, human answers, and
ChatGPT answers. From this dataset we will use
a subset of the data called wiki_csai, which con-
tains a collection of human-written Wikipedia ar-
ticles as the human response and GPT generated
answers on the same topic as the ChatGPT gen-
erated response. Out of all subdatasets which in-
clude: reddit_eli5, medicine, finance, open_qa, and
wiki_csai, we have chosen to use wiki_csai due
to the fact that other datasets have a large number
of questions that ChatGPT cannot answer. Instead
of an actual answer to the question, the ChatGPT
response recorded in those datasets is something
like "I’m sorry, but I cannot provide a response
to your request." Detection tools can very easily
classify these responses as AI-generated so if we
include them in our data the average AI-detection
score of the ChatGPT responses will be higher than
it would be with normal ChatGPT responses. Ad-
ditionally, other datasets include questions that are
overly specific and thus ChatGPT will also give an
answer that can easily be detected.

5 Methods

We will approach verifying this hypothesis by ei-
ther 1) generating new ChatGPT responses with
added parameters (i.e. characterization/few shot)
or 2) rephrasing a GPT-generated response to be
more "human-like". Then, we will check the AI

Scores of generated/paraphrased responses from
ZeroGPT/DetectGPT, which indicates how confi-
dent these AI detection tools believe that the text
was generated by AI.

5.1 Use another large language model to
paraphrase original GPT response

In this method, we will use another industry-grade
large language model (command-nightly) by Co-
here to paraphrase the original GPT response. Af-
ter running the paraphrasing by command-nightly
model, we will check the AI detection scores for
paraphrased response from ZeroGPT/DetectGPT.

5.2 Fine-tune GPT-3.5 model

In this method, we will fine-tune the gpt-3.5-turbo
model with 100 of researchers’ writing samples, in-
cluding text from academic essay, short Wikipedia-
style answers, and long tweets. Then, we check the
AI detection scores of the response returned from
the fine-tuned personalized model.

5.3 Characterize the AI Agent

In this method, we will change the prompt to add
a command to gpt-3.5-turbo model to respond in a
certain style. For example, instead of asking "What
is the function of the liver?", we change the prompt
to be "What is the function of the liver? Explain
like you are a college professor". Additionally we
also have added prompt to ensure that GPT does
not mention anything about the role, but only an-
swer the provided questions. Therefore, using the
example above, the final prompt would be: "Your
role: Answer like you are a college professor. JUST
answer the following question (do not say anything
else) and do not explicitly state your role in your
response. What is the function of the liver?" After
running the new prompt through gpt-3.5-turbo we
will run the responses through AI detection tools
and check their AI detection scores.

5.4 T5 to paraphrase the text

By using the Hello-SimpleAI/HC3 dataset, we will
train and fine-tune a Seq2Seq model to effectively
"translate" a ChatGPT response into a human re-
sponse as shown in Figures 3 and 4. We chose
to fine-tune the t5-small language model with the
dataset of GPT-generated and corresponding hu-
man responses, due to its computational efficiency.
Then, we will check the AI detection scores of the
response returned from the trained t5-small model.

https://huggingface.co/datasets/Hello-SimpleAI/HC3
https://huggingface.co/datasets/Hello-SimpleAI/HC3


Figure 2: Diagram of different methods

5.5 Few-shot Learning

In this method, we will change the prompt given
to gpt-3.5-turbo to include three samples of ques-
tions and human answers as well as instructions
to let GPT answer a new question following the
writing style of the sample human answers. For
example, instead of asking "What is the function
of the liver?" we change the prompt to be "You
will be given a set of question and response pairs
then, using the writing style, grammar choices, and
sentence structure from the those question and re-
sponse pairs, answer the question I give you. Here
is the set of questions and responses:" followed
by three examples and then followed with "Now
answer this question: What is the function of the
liver?". After running the new prompt through
ChatGPT we will run the response through Ze-
roGPT/DetectGPT and check their AI detection
scores.

5.6 Verify Methods

By passing in the original human and Chat-
GPT response to ZeroGPT/DetectGPT, we would
compute following AI detection scores: hu-
man_score, and original_gpt_score. And then
we will use the 5 methods mentioned above
to generate new/paraphrased text and pass the
text to ZeroGPT/DetectGPT to compute para-
phrased_score, fine-tuned_score, character-
ized_score, t5_score, and fewshot_score.

paraphrased_score refers to the AI detection
score of the text by using another language model
to paraphrase original GPT response.

fine-tuned_score refers to the AI detection score
of the text returned from the fine-tuned GPT-3.5
model trained on researchers’ own writing samples.

characterized_score refers to the AI detection
score of the text returned from GPT after assigning
it a specific role.

t5_score refers to the AI detection score of the



Figure 3: Training process of T5 Model

Figure 4: Testing process of T5 Model

paraphrased text returned by the trained t5-small
model after it is given the original GPT response
as an input.

fewshot_score refers to the AI detection score of
the text returned from GPT after giving GPT sam-
ple questions and human responses in the prompt.

Then we use the following 2 metrics to evalu-
ate the performance of a method: 1) Examine how
much each method reduces the AI detection score
compared to the original_gpt_score. 2) Exam-
ine how closely the AI detection scores from each
method align with the human_score.

6 Sample Results

6.1 Use another large language model to
paraphrase original GPT response

In this method, we use command-nightly large lan-
guage model (by Cohere) (Coh, 2023), an industry-
grade large language model, to rephrase the 500
GPT responses in the dataset. (Examples of para-
phrased responses from another large language
model are shown in Table 1)

6.2 Fine-tuned GPT-3.5 response with user
writing style

In this method, we used one of our main researchers
previous writing samples to write question-
answering pairs that simulates the question-answer

situation of communicating with a chatbot. We
in total collected 100 writing samples from the re-
searcher, each roughly 100-200 words, because it is
similar to the length of GPT response in the dataset.
We then fine-tuned the gpt-3.5-turbo model with
the question-answering pairs to learn the user’s
writing style. And used the fine-tuned model to
paraphrase 500 GPT responses in the dataset. (Ex-
amples of fine-tuned gpt-3.5-turbo responses are
shown in Table 1)

6.3 Characterize the AI Agent

In this method, we assign a role to ChatGPT before
asking the question. And use the characterized
GPT agent to answer the selected 500 questions in
the dataset. (Examples of characterized responses
are shown in Table 1)

6.4 T5 Paraphrasing

In this method, we trained a Seq2Seq model (t5-
small) based on the Hello-SimpleAI/HC3 dataset.
We trained the model to translate ChatGPT-
generated answers to "human" answers with the
aim of producing responses that retain the same
meaning and content, but has a lower AI detection
score. And during testing, we sampled 500 GPT-
generated responses from the dataset, and use the
model to translate into human-like answers to see

https://huggingface.co/datasets/Hello-SimpleAI/HC3


Methods Prompt GPT Response Modified Prompt Modified Response
Rephrased by
another large
language
model

Why do some
sounds sound
so irritating to
some people?

Certain sounds, like metal
scraping or whiteboard
squeaking, can be irritating
to some people due to a
combination of factors,
including their pitch, in-
tensity, and associations
with discomfort or stress.
Individual sensitivity and
personal experiences also
play a role in determining
which sounds are perceived
as annoying.

Same as initial prompt Some people find certain
sounds, such as metal scrap-
ing or whiteboard squeak-
ing, to be very unpleasant.
This is due to a number of
factors, including the pitch
and volume of the sound, as
well as any negative associ-
ations that the person may
have with the sound. For ex-
ample, someone who...

Characterized Please explain
what is "Animal
cognition".

Animal cognition refers to
the mental capacities of non-
human animals. It includes
the ability to process infor-
mation, perceive and attend
to stimuli, learn and remem-
ber, solve problems, and
make decisions...

Your role: Answer like
you are a college profes-
sor. JUST answer the fol-
lowing question (do not
say anything else) and do
not explicitly state your
role in your response.
Please explain what is
"Animal cognition"

Animal cognition is a
branch of psychology that
focuses on studying and
understanding the mental
processes and abilities of
animals. It explores how
animals perceive, think,
learn, and problem-solve,
aiming....

Fine-tuned
GPT-3.5

Please explain
what is "Ama-
zon Alexa"?

Amazon Alexa is a virtual
assistant developed by Ama-
zon, which is designed to
be used with smart home de-
vices such as smart speakers
and smart displays. It can
be activated by saying the
"wake word" "Alexa," and
can be used to play music,
set alarms and timers, pro-
vide news and...

Same as initial prompt Amazon Alexa is a virtual
assistant developed by Ama-
zon. Its interaction model
allows users to do a series
of tasks including playing
music, setting an alarm, and
weather forecast by speak-
ing on a microphone or typ-
ing command on the Ama-
zon Alexa app. Moreover. . .

T5 What is a sloth? A sloth is a unique and fas-
cinating creature native to
the lush rainforests of Cen-
tral and South America. It
is renowned for its excep-
tionally slow and deliberate
movements, making it one
of the world’s slowest mam-
mals. Characterized by its
long, curved claws, sloths
are perfectly adapted to their
arboreal existence...

Same as initial prompt The sloth is a unique and
fascinating creature native
to Central and South Amer-
ica. They are perfectly
adapted to their arboreal ex-
istence, living the major-
ity of their lives in trees.
hey sustain themselves on
a diet primarily composed
of leaves, twigs, and fruits,
which provides limited nu-
tritional value...

Few-shot
Learning

Please ex-
plain what is
"Distributed
artificial intelli-
gence"

Distributed artificial intelli-
gence (DAI) refers to the
use of multiple artificial in-
telligence (AI) agents or sys-
tems that work together to
achieve a common goal or
solve a problem...

You will be given a
set of question and re-
sponse pairs then, us-
ing the writing style,
grammar choices, and
sentence structure from
the those question and
response pairs, answer
the question I give you.
Here is the set of ques-
tions and responses: ...
Now answer this ques-
tion: Please explain what
is "Distributed artificial
intelligence"

Distributed artificial intelli-
gence (DAI) refers to the
field of artificial intelligence
that focuses on creating in-
telligent systems composed
of multiple interconnected
agents. These agents work
collaboratively and interact
with each other in order to
achieve a common goal or
solve complex problems...

Table 1: Comparison of different methods and responses
(GPT/Modified response include first 50 words, full example can be found at the appendix)

Modified Prompt: Question with added instructions/specifications.
Modified Response: Response from corresponding method used.



their new AI detection scores. (Examples of T5
paraphrased responses are shown in Table 1)

6.5 Few-shot Learning

In this method, we prompt GPT with three sets
of questions and corresponding humans answers
and then ask it to a answer a new question using
the writing style from the given sample human
answers. We use the added prompt to ask gpt-3.5-
turbo to answer the selected 500 questions in the
dataset.(Examples of few-shot learning responses
are shown in Table 1)

7 Results

To test how effective each method is we used Ze-
roGPT and DetectGPT. They both return a score
from 0 to 100 based on how likely it is that the
text is AI-generated, with 0 being least likely to
be AI-generated and 100 being the most likely.
To set the baseline we ran both tools on 500 of
the original human responses and the unmodified
GPT-generated responses from our dataset from
Hello-SimpleAI/HC3. Then we used the methods
described above to generate a modified GPT re-
sponse and then ran both tools on those responses.
The results can be seen in Table ?? and Table ??.

From these results we can see that the methods
we used were largely successful in decreasing the
AI detection score. For ZeroGPT, the average de-
tection score for the unmodified GPT response was
95.06, in comparison, the highest score for modi-
fied responses was 58.58 and the lowest score for
modified responses was 20.41. This shows a score
decrease between 38.38% and 78.53%. Meanwhile,
for DetectGPT, the average detection score for the
unmodified original GPT-generated response was
49.04, in comparison the highest score for modi-
fied was 40.05 and the lowest score for modified
responses was 22.85, this shows a score decrease
between 18.33% and 53.41%.

Another important thing to note is the ZeroGPT
AI detection score distribution is bimodal (see ap-
pendix A.2). A significant portion of the responses,
regardless of method, are either given an exception-
ally low score (less than 10) or an exceptionally
high score (above 90). Notably, the bimodal dis-
tribution becomes most evident in t5 paraphrased
responses and characterized responses.

The fine-tuning approach applied to gpt-3.5-
turbo has proven to be the most effective in re-
ducing the AI detection score, evidenced by achiev-

ing an average score of 20.41 with ZeroGPT and
21.85 with DetectGPT. This approach led to a sig-
nificant decrease in AI detection scores: a 78.53%
reduction for ZeroGPT and a 53.41% decrease for
DetectGPT, when compared to the AI detection
scores obtained from the original GPT response.

Additionally, the fine-tuned gpt-3.5-turbo model
had AI detection scores of 20.41 closely mirroring
those of human-written responses which had an av-
erage score of 16.27, as assessed by ZeroGPT. This
indicates a near parity in AI detectability between
the fine-tuned AI outputs and human writing. In the
case of DetectGPT, the model’s responses achieved
an even lower AI detection score of 21.85, surpass-
ing the score of 28.24 for human-generated text.
This demonstrates the model’s enhanced capability
to generate more "human-like" content.

Avg Std Total
# Human 16.27 27.93 500
# Unmodified GPT 95.06 15.68 500
# Characterized GPT 34.55 44.04 500
# Multi-LLM Rephrased 58.58 34.94 500
# Fine-tuned GPT-3.5 20.41 31.35 500
# T5 Paraphrased 53.13 45.91 500
# Few Shot 76.13 31.68 500

Table 2: Summary of the average ZeroGPT detection
scores for each type of response

Avg Std Total
# Human 28.24 12.64 500
# Unmodified GPT 49.04 10.41 500
# Characterized GPT 40.05 12.19 500
# Multi-LLM Rephrased 31.19 8.39 500
# Fine-tuned GPT-3.5 21.85 11.34 500
# T5 Paraphrased 34.00 12.93 500
# Few Shot 37.15 9.26 500

Table 3: Summary of the average DetectGPT detection
scores for each type of response

8 Discussion

From these results, it’s evident that all the methods
employed are effective in reducing the AI detec-
tion score. As indicated in Table ?? and Table ??,
the most successful approach in lowering the AI
detection scores for both ZeroGPT and DetectGPT
is personalizing the response to mimic the user’s
writing style through fine-tuning the gpt-3.5-turbo
model. A key factor contributing to this success

https://huggingface.co/datasets/Hello-SimpleAI/HC3


Figure 5: ZeroGPT scores for different methods

is likely the primary objective of rendering the AI
output as human-like as possible. By utilizing a
substantial volume of actual human-written sam-
ples, the GPT model can learn and replicate spe-
cific writing styles more accurately. This method
leverages the nuanced characteristics of individ-
ual writing patterns, enabling the AI to produce
responses that not only resonate more closely with
human writing but also effectively evade detection
by AI classifiers.

Consequently, it becomes apparent that a notable
limitation of contemporary AI classifiers is their
inability to accurately identify AI-generated text
that has undergone minor modifications. This defi-
ciency is particularly evident in industry-standard
classifiers such as ZeroGPT, which exhibit a bi-
modal distribution in their scoring mechanisms.
The absence of a more uniform distribution of
scores can significantly impact the efficacy of AI
detection. Rather than assigning a comprehensive
score based on the overall characteristics of the text,
these classifiers may default to a bimodal scoring
approach, potentially compromising the nuanced
evaluation of the text’s origin.

This shows the current limitations of AI detec-
tion tools. While these tools are adept at identify-
ing original, unmodified AI responses, they lack
the sophistication required to detect modified GPT-
generated content.

We suggest that further efforts be dedicated to
enhance the performance of current AI classifiers.

A potential method for improvement is the appli-
cation of watermarking which involves restrict-
ing GPT-generated responses from utilizing spe-
cific phrases (Kirchenbauer et al., 2023). Conse-
quently, the use of these restricted phrases would
indicate human authorship. This approach could
be effective in identifying outputs from methods
like our "Characterized GPT" and fine-tuning tech-
niques, as the entirety of these responses are GPT-
generated. In instances where blocked phrases are
present, detection tools could effectively discern
human-written segments.

Nonetheless, the watermarking approach has lim-
itations, particularly when the text is not exclu-
sively GPT-generated. For instance, in methods
where we employ a trained T5-small model for
paraphrasing, the paraphrased text may inadver-
tently incorporate the blocked phrases, potentially
leading AI detection tools to erroneously classify
the text as human-written.

Another method for improvement can be train-
ing with a more comprehensive dataset that encom-
passes outputs from various large language mod-
els. Such a dataset would offer a wider range of
AI-generated text samples, thereby improving the
detection capabilities of these tools.

Ultimately, it is evident that ongoing research
and development are imperative for ensuring the ac-
curacy and adaptability of AI detection tools. This
is especially crucial in contexts like educational
settings, where GPT might be utilized for activities



Figure 6: DetectGPT scores for different methods

like plagiarizing assignments.

9 Future Works

Moving beyond the research presented in this paper,
we hope to expand upon the method of training our
own seq2seq model to "translate" a GPT-generated
response into a human response. This involves us-
ing external computational resources such as cloud-
based compute to train and fine-tune larger models,
such as T5-large or GPT-2. Training on these more
developed base models will allow us to build more
nuance and parameters into the model, and poten-
tially result in a better human response generation
than the current trained T5-small model.

Furthermore, we also plan to systematically fine-
tune additional models using different individuals’
writing samples. This approach aims to ascertain
whether the effectiveness of the method is consis-
tent across various personal writing styles.

10 Conclusion

For our research findings, it is evident that current
AI detection tools like ZeroGPT and DetectGPT,
while proficient in identifying unaltered outputs
from advanced large language models, face signifi-
cant challenges when presented with paraphrased
text.

Our studies indicate that paraphrasing methods

makes AI-generated text less distinguishable from
human-written content, decreasing its detectability
by AI detection tools. This effect is further am-
plified when large language model (gpt-3.5-turbo)
is fine-tuned with an individual’s unique writing
style. The simplicity of implementing such meth-
ods raises concerns about their potential misuse for
AI-assisted plagiarism. Therefore, we strongly ad-
vocate for the enhancement of AI detection tools to
recognize and adapt to these more nuanced forms
of AI-generated text. The advancement of these
tools is vital to uphold the integrity of academic
and intellectual standards by effectively mitigating
AI plagiarism. And that advancement aligns with
the primary objective of our study: to prompt the
development of more sophisticated AI text detec-
tion tools, ensuring the continued effectiveness of
these tools in the face of evolving AI capabilities.
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A Appendix

A.1 Full GPT/Modified Responses
Sample question/human response/original re-
sponse/modified responses pair can be found at
our project GitHub Repository.

A.2 ZeroGPT Score distribution for different
methods

Figure 7: Human Response Score Distribution

Figure 8: Original GPT Response Score Distribution
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Figure 9: Characterized Response Score Distribution

Figure 10: Rephrased Response Score Distribution

Figure 11: Fine-tuned GPT-3.5 Response Score
Distribution

Figure 12: T5 Rephrased Score Distribution

Figure 13: Few Shot Response Score Distribution



A.3 DetectGPT Score distribution for
different methods

Figure 14: Human Response Score Distribution

Figure 15: Original GPT Response Score Distribution

Figure 16: Characterized Response Score Distribution

Figure 17: Rephrased Response Score Distribution

Figure 18: Fine-tuned GPT-3.5 Response Score
Distribution



Figure 19: T5 Rephrased Score Distribution

Figure 20: Few Shot Response Score Distribution
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