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Announcements

• Today, Tue, 11/5 - Lecture + Paper Presentation II 
• Thu, 11/7 - Quiz 4 + Paper Presentation III 
• Tue, 11/12 - Quiz 5 + Paper Presentation IV 

• Quizzes 4 and 5 - all topics after the midterms. Consider these as practice tests for 
final exams 

• Thu, 11/14 Guest lecture on LLM Pretraining by Prof. Willie Neiswanger on 11/14  + 
HW4 due 
• Questions from lecture materials will be included in final exam
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Lecture Outline

• Announcements 
• Last Lecture: Supervised Fine-tuning and Prompting 
• Today: 

• Post-training with Alignment with Human Feedback: 
• Preference Tuning: RLHF 

• LLMs Harms and Opportunities 
• Wrapping it all up 
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The need for post-training

• Make LLMs more helpful 
• Supervised Finetuning: Instruction Tuning 
• Prompting 

• Make LLMs less harmful 
• Model Alignment with Human Preferences: Intro to RLHF / DPO

4

Ouyang et al., 2022; J&M Chap 12

A Pre-trained GPT-3
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Model Alignment with 
Human Preferences
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Preference Alignment

• Let’s say we were training a language model on some task (e.g. summarization).  

• For an instruction  and a LM sample , imagine we had a way to obtain a human reward 
of that summary: , higher is better.

x y
R(x, y) ∈ ℝ

6

• Maximize the expected reward of samples from our LM:  𝔼 ̂y∼pθ(y|x)[RMϕ(x, ̂y)]
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Instruction Tuning!
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Preference Data

• Getting on-the-fly annotations with a human-in-the-loop 
is expensive!  
• Instead of directly asking humans for preferences, 

model their preferences as a separate (NLP) problem! 
• Human judgments are noisy and miscalibrated!  

• Instead of asking for direct ratings, ask for pairwise 
comparisons, which can be more reliable 

• Train a reward model,  to predict human reward 
from an annotated dataset 
• Pairwise preferences converted into scores

RMϕ(x, y)
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Reward Modeling

9
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Reinforcement Learning with Human Feedback
• Ingredients 

• An instruction-tuned LM   

• A reward model   

• Step 3 involves:  

• Copy the model to  

• Optimize:  

• But, we still want a good instruction-tuned model, not just a 
reward maximizer 
• Hence, we add a penalty for drifting too for from the 

initialization:  

• Use a reinforcement learning algorithm, like Proximal Policy 
Optimization (PPO) to maximize the above

pSFT( ̂y |x)
RMϕ(x, y)

pRL
θ ( ̂y |x)

𝔼 ̂y∼pRL
θ ( ̂y|x)[RMϕ(x, ̂y)]

𝔼 ̂y∼pRL
θ ( ̂y|x)[RMϕ(x, ̂y) − β log

pRL
θ ( ̂y |x)

pSFT( ̂y |x) ]
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RLHF to DPO
• Reinforcement Learning is tricky to 

train well, as well as computationally 
expensive 

• Can we do supervised learning 
instead? 

• Direct Preference Optimization (DPO) 
[Rafailov et al., 2023]! 
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Secrets of RLHF. Zheng et al., 2023

• Clever trick: we really only need the difference between the rewards for preferred output ( ) 
and dispreferred output ( ) 

• Change the reward model  as a modification of the language model itself:  

• Everything is now a supervised learning objective!

yw
yl

RMθ(x, y) pRL
θ ( ̂y |x)

LDPO(θ) = − 𝔼(x,yl,yw)∼D[log σ(β log
pRL

θ (yw |x)
pSFT(yw |x)

− β log
pRL

θ (yl |x)
pSFT(yl |x) )]
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Preference Tuning: Parting Thoughts

• We want to optimize for human preferences as it’s an important step towards LLM safety 
• Instead of humans writing the answers or giving uncalibrated scores, we get humans to 

rank different LM generated answers  
• Reinforcement learning from human feedback  

• Train an explicit reward model on comparison data to predict a score for a given 
completion  

• Optimize the LM to maximize the predicted score without deviating too much   
• Very effective when tuned well, computationally expensive and tricky to get right  

• Direct Preference Optimization  
• Optimize LM parameters directly on preference data  
• Simple and effective, similar properties and performance to RLHF 

• So, what are the safety concerns of LLMs and the harms which they may cause?

12
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LLMs: Safety 
Concerns and Harms

13
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LLMs: Categories of Harms

• Category 1: Allocational and Representational Harms 
• Performance Disparities 
• Social biases and Stereotypes 
• Toxicity of Generated Content  

• Category 2: Behavioral Harms 
• Hallucinations, Misinformation and Misguiding 

• Category 3: Security and Privacy risks / Copyright and legal 
protections 

• Category 4: Environmental Impact 
• Category 5: Centralization of Power 

• Access due to high costs 
• Only a few key players can build LLMs

14

See Also: https://stanford-cs324.github.io/winter2022/lectures/harms-1/

Warning: Some content in the 
rest of this lecture might be 

offensive
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Allocational and Representational Harms

• A performance disparity indicates that the model performs better for 
some groups and worse for others. 

• Social biases are systematic associations of some concept (e.g. science) 
with some groups (e.g. men) over others (e.g. women). 

• Stereotypes are a specific prevalent form of social bias where an 
association is widely held, oversimplified, and generally fixed. 

• Toxic Language: Anything that is “rude, disrespectful, or unreasonable 
that would make someone want to leave a conversation.” Borkan et al, 
2017  

• A chatbot could reply with a toxic response, or  
• The user, with or without malicious intent, might post the toxic 

content on social media.  
• Solutions: 

• Data Quality Filtering 
• Preference Tuning

15

Gupta et al., ICLR 
2024. https://
arxiv.org/abs/
2311.04892 

https://arxiv.org/pdf/1903.04561.pdf
https://arxiv.org/pdf/1903.04561.pdf
https://arxiv.org/abs/2311.04892
https://arxiv.org/abs/2311.04892
https://arxiv.org/abs/2311.04892
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One Proposed Solution: Data Quality Filters

Only use training data that matches in 
quality / style to reliable sources, e.g. 

Wikipedia
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Dodge et al., 2021

• However, this may inadvertently cause allocational 
harms by affecting different populations differently 
• Mentions of sexual orientations (e.g., lesbian, gay) 

more likely to be filtered out; of those filtered out, 
non-trivial fraction are non-offensive (e.g., 22% and 
36%).  

• Certain dialects are more likely to be filtered (AAE: 
42%, Hispanic-aligned English: 32%) than others 
(White American English: 6.2%)

https://arxiv.org/abs/2104.08758
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Limitations: Hallucination
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• Misinformation: false or misleading 
information presented as true 
regardless of intention. 

• Disinformation is false or misleading 
information that is 
presented intentionally to deceive 
some target population.
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Encountering Misinformation / Fake News
• Still an open problem 
• Many solutions proposed, none perfect 
• One solution: Grounding 

• Find a reliable source of information and 
guide the language model to rely on it 

• During training 
• During inference (prompting) 
• After inference 

• Also related to Retrieval Augmented Language 
Modeling

18
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Retrieval + Generation

• RAG: Retrieval-
Augmented 
Generation 

• Allows for a user-
specified context 
through retrieval from 
a data store (usually 
private or domain-
specific)

19 Source: https://blogs.nvidia.com/blog/what-is-retrieval-augmented-generation/ 

RAG: Lewis et al., 2020 https://arxiv.org/abs/2005.11401 

https://blogs.nvidia.com/blog/what-is-retrieval-augmented-generation/
https://arxiv.org/pdf/2005.11401.pdf
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LLMs and Copyright Issues
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LLMs: Environmental Impacts

• Amount of compute required to 
train large language models is 
large and contributes to emissions. 
Early examples: 

• Strubell et al. 2019 estimated that 
training 626,000 pounds of CO2eq 
(the lifetime emissions of 5 cars)  

• DeepMind’s Gopher reported that 
training produced an estimated 
380 net metric tons CO2eq

21

Source: Stanford CS324 / Lacoste et al. 2019 https://arxiv.org/pdf/1910.09700.pdf 

https://arxiv.org/pdf/1906.02243.pdf
https://arxiv.org/pdf/2112.11446.pdf
https://arxiv.org/pdf/1910.09700.pdf
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Behavioral Harms: Misguiding Users

• Solution: Dire need for more AI regulation and AI 
Education

22
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LLMs for Designing Interventions for Suicide Prevention

On the other hand, LLMs are immensely 
useful in processing and extracting relevant 
information from large amounts of data in 

many domains which mostly involved manual 
work in the past

23
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Dual Use with LLMs

However, this is very tricky:  
• Hard to quantify / enumerate the benefits and harms 
• Even if you could quantify them, the benefits and harms are spread out unevenly across the 

population (with marginalized populations often receiving more harms), so how one makes 
these tradeoffs is a non-trivial ethical issue 

• Even if you could meaningfully tradeoff, what legitimacy does the the decision maker have? 
Can Meta or Google just unilaterally decide?

24

Benefits versus harms. With any technology, it’s 
important to consider the tradeoff between 
benefits and harms
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To wrap it up…

25
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Language Models are a 
fundamental and foundational 

technology, and here to stay for 
a long long time!

Be creative and ask the important questions as you use 
this technology
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Other Resources

• Fall 2024 classes at USC 
• CSCI 699 by Robin Jia - Special Topics on Large Language Models 
• CSCI 699 by Jesse Thomason - History of NLP 

• Other Institutes 
• ETH Zürich - Large Language Models: https://rycolab.io/classes/llm-s23/  
• Stanford - Large Language Models: https://stanford-cs324.github.io/winter2022/  

• Constantly evolving field 
• Keep up via Twitter and other social media (but be cautious!) 

• e.g. Very accessible LM tutorial: https://www.youtube.com/watch?
v=k9DnQPrfJQs&ab_channel=HarvardDataScienceInitiative 
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https://rycolab.io/classes/llm-s23/
https://stanford-cs324.github.io/winter2022/
https://www.youtube.com/watch?v=k9DnQPrfJQs&ab_channel=HarvardDataScienceInitiative
https://www.youtube.com/watch?v=k9DnQPrfJQs&ab_channel=HarvardDataScienceInitiative
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Thank You!  
Go forth and 
generate…

28
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Day II Paper Presenters

• 1. DogWhistles. Kartik Pandey, Ayush Rajpal, Willis Ong, Nidhish Sawant, Kevin Lim 
• 2. Multi-Head Adapter Routing for Cross-Task Generalization 
• 3. ByGPT5: End-to-End Style-conditioned Poetry Generation with Token-free Language Models: Wanjing Wu, He 

Zhou, Peilin Cai, Ke Xu, Qingyang Wang 
• 4. Depression Detection on Social Media with Large Language Models: Pin-Tzu Lee,  Om Jodhpurkar,  Sreya 

Reddy Chinthala,  Sneh Thorat,  Mehrshad Saadatinia 
• 5. Leveraging Multi-lingual Positive Instances in Contrastive Learning to Improve Sentence Embedding 
• 6. Multilingual Language Models are not Multicultural: A Case Study in Emotion 
• 7. LLaVA-Chef: A Multi-modal Generative Model for Food Recipes 
• 8. Gender Bias in Multilingual Embeddings and Cross-Lingual Transfer 
• 9. LLM2Vec 
• 10. WHAT DO YOU LEARN FROM CONTEXT?  
• 11. LoRA: LOW-RANK ADAPTATION OF LARGE LANGUAGE MODELS 
• 12. Disentangling Perceptions of Offensiveness: Cultural and Moral Correlates
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