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Announcements

• Today, Thu, 10/31 - Lecture + Paper Presentation I 
• Tue, 11/5 - Lecture + Paper Presentation II 
• Thu, 11/7 - Quiz 4 + Paper Presentation III 
• Tue, 11/12 - Quiz 5 + Paper Presentation IV 
• Thu, 11/14 Guest lecture on LLM Pretraining by Prof. Willie Neiswanger on 11/14  + 

HW4 due 
• Questions from lecture materials will be included in final exam 

• Quizzes 4 and 5 - all topics after the midterms 
• Consider these as practice tests for final exams
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Lecture Outline

• Announcements 
• Last Lecture: LLM Generative Evaluation + Pre-training 
• Today: 

• Post-training with Supervised Finetuning  
• Instruction Tuning 

• Interacting with LLMs: Prompting 
• Post-training with Alignment with Human Feedback: 

• Preference Tuning: RLHF
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The need for post-training

• Make LLMs more helpful 
• Supervised Finetuning: Instruction Tuning 
• Prompting 

• Make LLMs less harmful 
• Model Alignment with Human Preferences: Intro to RLHF / DPO

4

Ouyang et al., 2022; J&M Chap 12

A Pre-trained GPT-3
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Supervised Fine-tuning LLMs:  
Instruction-Tuning

6
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Instruction Tuning

• Pretraining: 
• Train a model to continue a given 

context 
• Instruction Tuning: 

• Train a model to follow varied 
instructions 

• Needed because the vast majority 
of pretraining is done on data which 
are not in the form of instructions 

• Fine-tuned (using the next-token-
prediction objective) on a dataset of 
instructions together with correct 
responses

7

“Multitask Prompted Training Enables Zero-Shot Task Generalization” (Sahn et al., 2022)
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Instruction Tuning and Task Generalization

• During training (supervised 
fine-tuning), the model learns 
to follow instructions of given 
tasks 

• At test time, it generalizes to 
follow instructions on unseen 
tasks!
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“Cross-Task Generalization via Natural Language Crowdsourcing Instructions” (Mishra et al., 2022)
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Instruction Tuning Data

9

“Super-NaturalInstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks” (Wang et al., 2022) https://arxiv.org/abs/2212.10560

More data (instructions) → 
better model

Diverse data (instructions) 
→ better model

“Self-Instruct: Aligning Language Models with 
Self-Generated Instructions” (Wang et al., 2023)

https://arxiv.org/abs/2212.10560
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Instruction Tuning Data

• Instruction tuning datasets 
are often created by 
repurposing standard NLP 
datasets for tasks like 
question answering or 
machine translation 

• Often synthesized! 
• Prompting existing LLMs  

• More variety in the 
instruction templates  → 
better models!
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“The Flan Collection: Designing Data and Methods for Effective Instruction Tuning” (Longpre et al., 2023)
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Instruction Tuning: Masking Instructions

• We’re still using decoder-only models 
• The instruction itself is masked, so the model does not generate instructions.
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How else to make language models do our tasks well?

• Prompting (or In-Context / Few-Shot Learning): the ability to do many tasks with no 
gradient updates and no / a few examples, by simply:  
• Specifying the right sequence prediction problem 
• You can get interesting zero-shot behavior if you’re creative enough with how you 

specify your task!
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Interacting with LLMs: 
Prompting
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Prompting vs. Instruction Tuning
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Prompting

• Interface to a language model: prompts in natural language 
• Very large language models seem to perform some kind of 

“learning” without gradient steps simply from examples 
you provide within their contexts 

• Sometimes called in-context learning 
• Misnomer: no learning (parameter update) actually 

happens during prompting 
• But the right examples seem to steer the language 

model in the right direction  
• Can be zero shot (without examples) or few-shot (with a few 

examples) 
• Typically <10
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“Language Models are Few-Shot Learners” (Brown et al., 2020)

Zero-Shot

Few-Shot
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Prompting: Successes

• Much more flexible than 
older formulation of pre-
training encoder-only 
models and fine-tuning to 
specific classification tasks 
(the BERT paradigm) 

• Now, pre-train one large 
model and prompt it to do 
a variety of tasks! 

• Much much more 
generalizability! 

16
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Why does prompting work so well?
• Induction heads 
• Discovered by looking at mini language models with only 1-2 attention heads 
• If the model sees the pattern AB … A in an input  sequence, it predicts that B will follow, instantiating the 

pattern completion rule AB… A→ B 
• Perhaps a generalized fuzzy version of this pattern completion rule, implementing a rule like A*B* … A→ B, 

where A* ≈ A and B* ≈ B (by ≈ we mean some form of semantically similarity), might be responsible for in-
context learning

17
“In-context Learning and Induction Heads” (Olsson et al., 2022)
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Prompting Limitations: Prompt Design
• Task performance is sensitive to prompt design 
• Formatting 
• Ordering of demonstrations 
• Wording of the prompt

18

Sclar et al., ICLR 2024

“Calibrate Before Use: 
Improving Few-Shot 

Performance of Language 
Models” (Zhao et al., 2021)
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Prompting Limitations??: Robustness

19 “Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?” (Min et al., 2022)

Demonstrations that have incorrect answers can 
still improve a system! 

Correct labels

Random 
(perhaps wrong) labels

positive
negative
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Prompting Limitations: Math and Reasoning

• Some tasks seem too hard for even large LMs to learn through prompting alone. Especially 
tasks involving richer, multi-step reasoning. (Humans struggle at these tasks too!)
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Chain-of-Thought Prompting

• Since the model is trained on 
lots and lots of language 
data, perhaps relying on its 
capabilities to generate 
language can make it more 
accurate!

21
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Zero-Shot Chain-of-Thought Prompting

• The model may not even 
need examples of 
reasoning, it may be able 
to “reason” on its own if 
provided the right trigger 
context
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Evaluation of LLMs

• Almost exclusively on downstream tasks, as opposed 
to intrinsic metrics 

• Intrinsic metrics, e.g. perplexity 
• Few popular multitask benchmarks 

• GLUE - Language Understanding Tasks 
• SuperGLUE - Language Understanding Tasks 
• HellaSwag - Commonsense Reasoning 
• Truthful QA - Fact Verification 
• MMLU - Massive Multitask Language 

Understanding, 15908 knowledge and reasoning 
questions in 57 areas including medicine, 
mathematics, computer science, law, and others 

• GSM - 8K Grade School Math  
• BigBench - subsumes some of these benchmarks
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Chain-of-Thoughts Performance

24

Kojima et al., 2022

There seems to be some wiggle room  in the 
exact prompt to be used for achieving the best 

performance!
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Prompt Engineering and Auto Prompts

25

Job: keep trying new prompts for better 
performance, usually via tedious trial-

and-error efforts

Automatic Prompt Engineer (APE). LLMs Are Human-Level 
Prompt Engineers. Zhou et al., ICLR 2023



Fall 2024 CSCI 544: Applied NLP                                                                                                                                                                                                            

Prompting LLMs: Parting Thoughts

• Prompting is an interface into language models 
• Works best with instruction-tuned language 

models

26

• How Many Demonstrations? small number of randomly selected labeled examples used as 
demonstrations can be sufficient  

• How to Select  Demonstrations? Demonstrations  are  generally  created  by  formatting 
examples drawn from a labeled training set 
• using demonstrations that are similar to the current input seems to improve performance 
• dynamically retrieve demonstrations for each input, based on their similarity to the 

current example
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Model Alignment with 
Human Preferences

28
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Preference Alignment

• Let’s say we were training a language model on some task (e.g. summarization).  

• For an instruction  and a LM sample , imagine we had a way to obtain a human reward 
of that summary: , higher is better.

x y
R(x, y) ∈ ℝ

29

• Maximize the expected reward of samples from our LM:  𝔼 ̂y∼pθ(y|x)[RMϕ(x, ̂y)]
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30

Instruction Tuning!
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Preference Data

• Getting on-the-fly annotations with a human-in-the-loop 
is expensive!  
• Instead of directly asking humans for preferences, 

model their preferences as a separate (NLP) problem! 
• Human judgments are noisy and miscalibrated!  

• Instead of asking for direct ratings, ask for pairwise 
comparisons, which can be more reliable 

• Train a reward model,  to predict human reward 
from an annotated dataset 
• Pairwise preferences converted into scores

RMϕ(x, y)

31
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Reward Modeling

32
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Reinforcement Learning with Human Feedback
• Ingredients 

• An instruction-tuned LM   

• A reward model   

• Step 3 involves:  

• Copy the model to  

• Optimize:  

• But, we still want a good instruction-tuned model, not just a 
reward maximizer 
• Hence, we add a penalty for drifting too for from the 

initialization:  

• Use a reinforcement learning algorithm, like Proximal Policy 
Optimization (PPO) to maximize the above

pSFT( ̂y |x)
RMϕ(x, y)

pRL
θ ( ̂y |x)

𝔼 ̂y∼pRL
θ ( ̂y|x)[RMϕ(x, y)]

𝔼 ̂y∼pRL
θ ( ̂y|x)[RMϕ(x, y) − β log

pRL
θ ( ̂y |x)

pSFT( ̂y |x) ]

33



Fall 2024 CSCI 544: Applied NLP                                                                                                                                                                                                            

RLHF to DPO
• Reinforcement Learning is tricky to 

train well, as well as computationally 
expensive 

• Can we do supervised learning 
instead? 

• Direct Preference Optimization (DPO) 
[Rafailov et al., 2023]! 

34

Secrets of RLHF. Zheng et al., 2023

• Clever trick: we really only need the difference between the rewards for preferred output ( ) 
and dispreferred output ( ) 

• Change the reward model  as a modification of the language model itself:  

• Everything is now a supervised learning objective!

yw
yl

RMθ(x, y) pRL
θ ( ̂y |x)

LDPO(θ) = − 𝔼(x,yl,yw)∼D[log σ(β log
pRL

θ (yw |x)
pSFT(yw |x)

− β log
pRL

θ (yl |x)
pSFT(yl |x) )]
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Preference Tuning: Parting Thoughts

• We want to optimize for human preferences as it’s an important step towards LLM safety 
• Instead of humans writing the answers or giving uncalibrated scores, we get humans to 

rank different LM generated answers  
• Reinforcement learning from human feedback  

• Train an explicit reward model on comparison data to predict a score for a given 
completion  

• Optimize the LM to maximize the predicted score without deviating too much   
• Very effective when tuned well, computationally expensive and tricky to get right  

• Direct Preference Optimization  
• Optimize LM parameters directly on preference data  
• Simple and effective, similar properties and performance to RLHF 

• Next Class: Safety and Harms of LLMs
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