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Instructor: Swabha Swayamdipta

USC CSCI 544 Applied NLP
Oct 24, Fall 2024

Some slides adapted from Dan Jurafsky and Chris Manning
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Announcements

® Tue, 10/29 - Project proposal
® Thu, 11/7 - Quiz 4
® Tue, 11/12 Quiz 5

® Quizzes 4 and 5 - all topics after the

. If we delay the project proposal date deadline, this will affect the timeline for quizzes, and paper
m |dte rMs presentations. Which option is more preferable to you?

® Consider these as practice tests for

121 responses

@ | really need more time (till next week)
for the project report. I'm okay if Quizzes
4 and 5 coincide with some paper
presentation dates (I can prepare for a
quiz + a paper presentation at the same
time).

final exams

® Thu, 11/14 Guest lecture by Prof. Willie
Neiswanger on 11/14 + HW4 due
® Thu, 10/31 onwards: Paper presentations
and project presentations
® Also two remaining lectures on

10/31 and 11/5

@ Keep everything as is.
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| ecture Outline

® Announcements

® Recap: The pre-training and fine-tuning paradigm
® Pre-training Decoder-Only Models
® Pre-training Encoder-Only Models

® Pre-training Encoder-Decoder Models

® [okenization

® Natural Language Generation
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Recap: Pre-training
Encoder-Decoder Models
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Pretraining Encoder-Decoder Models

® [For encoder-decoders, we could do something like language modeling, but where a
prefix of every input is provided to the encoder and is not predicted.

hq, ..., hy = Encoder(wy, ..., wr) Wrgo, e,
hT+11 cen ) hz = DECOdeT(Wl, ey W, hl, cer ) hT)

Vi NAhi‘l'b,i >T
The encoder portion benefits from

bidirectional context: the decoder @%
Wriq, .oy, Wor

portion is used to train the whole

model through language modeling.
W1, ..., W
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T5: A Pretrained Encoder-Decoder Model

® Raffel et al., 2018 built TS, which uses as a span corruption pretraining objective

Targets

Replace ditterent-length spans from the <> for inviting <v> last <z~
input with unique placeholders; decode out
the spans that were removed!

Original text E E |

Hi rt K.
Thank you fef inviting me to your party IBS[ wee

This is implemented in text @%

preprocessing: it's still an objective that

looks like language modeling atthe | ;s : .

decoder side. Thank you <X> me to your party <Y> week.
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Pre-training task
objective is very

different from fine-
tuning task objectives!

A fascinating property
of T5: it can be
finetuned to answer a
wide range of
questions, retrieving
knowledge from its
parameters.
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T5: Task Preparation

["translate English to German: That is good.”

"cola sentence: The
course is jumping well.”

-

.

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

\

J/

-

o

"summarize: state authorities

of severe weather in mississippi..”

\

dispatched emergency crews tuesday to
survey the damage after an onslaught

</

Pre-training

Fine-tuning

When was Franklin D.
Roosevelt born?

"Das ist gut."]

"not acceptable”

"3.8"]

"six people hospitalized after
a storm in attala county.”

President Franklin D.
Roosevelt was born
in January 1882.
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Recap: Tokenization in
Transformers



Fall 2024 CSCI 544: Applied NLP USC Viterbi

Byte-pair encoding

® Byte-pair encoding is a simple, eftective strategy for defining a subword vocabulary
® Adapted for word segmentation from data compression technique (Gage, 1994)
® [nstead of merging frequent pairs of bytes, we merge characters or character sequences
® Algorithm:
1. Start with a vocabulary containing only characters and an “end-of-word” symbol.
2. Using a corpus of text, find the most common adjacent characters “a,b”; add “ab” as a subword
® This is a learned operation! However, not a parametric function
® Only combine pairs (hence the namel)
3. Replace instances of the character pair with the new subword; repeat until desired vocabulary size.
® At test time, first split words into sequences of characters, then apply the learned operations to merge
the characters into larger, known symbols

® Originally used in NLP for machine translation; now a similar method (WordPiece) is used in pretrained
models.
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BPE In action

Corpus Corpus Corpus
low lower newest low</w> | lower</w> | newest</w> low</w> | lower</w> newest</w>
low lower newest low</w> | lower</w> | newest</w> low</w> | lower</w> newest</w>
low widest = newest low</w> | widest</w> newest</w> low</w> widest</w> newest</w>
low widest | newest low</w> | widest</w> newest</w> low</w> widest</w> newest</w>
low widest = newest low</w> | widest</w> newest</w> low</w> ' widest</w> newest</w>
Frequency
d-e (3) -0 (7) t-</w> (8)
Vocabulary
q e i | . 5 . t W e-r (2) n-e (5) w-</w> (5)
es e-s (8) 0-w (7) w-e (7)
e-w (5) r-</w> (2) w-1 (3)
I-d (3) s-t (8)

10
Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/
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BPE In action

COI’pUS Corpus COFpUS
low lower newest low</w> | lower</w> | newest</w> low</w> lower</w> ' newest</w>
low lower newest low</w> | lower</w> | newest</w> low</w> | lower</w> newest</w>
low widest | newest low</w> | widest</w> newest</w> low</w> |widest</w> | newest</w>
low widest newest low</w> | widest</w> @ newest</w> | 0 w </w> wid es t</w> newest</w>
low widest newest low</w> | widesti</w> newest</w> | o w </w> widest</w> newest</w>
Frequency
d-es (3) -0 (7) w-</w> (5)
Vocabulary
e-r (2) n-e (5) w-es (5)
d e i I n 0 S t W
e-w (5) 0-w (7) w-e (2)
es est
es-t (8) r-</w> (2) w-1 (3)
I-d (3) t-</w> (8)

11
Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/
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BPE In action

Corpus
Corpus Corpus P
low lower newest low</w> | lower</w> | newest</w> low </w> lower </w> new est </w>
low lower newest low</w> | lower</w> | newest</w> | o w </w> lower</w> newest </w>
low widest | newest low</w> | widest</w> newest</w> low </w> | widest </w> new est </w>
low widest newest low</w> | widest</w> @ newest</w> .
| o w </w> W I d est </w> newest </w>
low widest = newest low</w> | widest</w>  newest</w> _
| o w </w> w I d est </w> newest </w>
Vocabulary
d e i I n 0 S t W
es est est</w> [0 low low</w> ne new newest</w>

After 10 merges

12
Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/
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Natural Language
Generation
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Language Generation: Training

® Trained one token at a time to maximize the probability of the next token y* given preceding

words y*

eXp(SYt|Y<t)

vevV eXp(Svl)’q)

T T
F ==Y logP(yly,)=— ) log S
=1 =1

® Classification task at each time step trying to predict the actual word y* in the training data
® “Teacher forcing” (reset at each time step to the ground truth)

Yy r yi Vi1 Vo
Text Generation Model

x x
14
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Teacher Forcing

® Strategy for training decoders / language models
® At each time step t in decoding we force the system to use the gold target token from

training as the next input x,_ {, rather than allowing it to rely on the (possibly erroneous)

decoder output y,
® Runs the risk of exposure bias!
® During training, our model’s inputs are gold context tokens from real, human-
generated texts
® At generation time, our model’s inputs are previously—decoded tokens
® To avoid:
® Allow the decoder at training times to occasionally condition on its own outputs

15
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| anguage Generation: Inference

® At inference time, our decoding algorithm defines a function to select a token from this
distribution: Inference / Decoding Algorithm

y, = 8P| yp))

® The “obvious” decoding algorithm is to greedily choose the highest probability next
token according to the model at each time step

g = arg max

Yy, = argmax(P(y, = w|y))

16 wevV
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Classic Interence Algorithms:
Greedy and Beam Search

17
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Greedy Decoding: Issues

® Greedy decoding has no wiggle room for errors!
® [nput: the green witch arrived
® Output: llego
® Output: llego la
® Output: llego la verde
® How to fix this?
® Need a lookahead strategy / longer-term planning

18
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Exhaustive Search Decoding

® |deally, we want to find a (length T) translation y that maximizes

P(y|z) = P(y1|z) P(y2ly1, ) P(y3ly1,y2,2) .., P(yr|y1,. .., yr-1,2)

T
— Hp(ytlyb SR 7yt—17x)
t=1

® \\e could try computing all possible sequences y
® This means that on each step t of the decoder, we're tracking V'possible partial
translations, where Vis vocab size

® This O(VT)comp\exity is far too expensive!

19
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Beam Search Decoding

® Core idea: On each step of decoder, keep track ot the k most probable partial
translations (which we call hypotheses)
® k is the beam size (in practice around 5 to 10, in NMT)
® A hypothesis has a score which is its log probability:

t
score(ys, - .-, yi) = log Pun(1, - wsle) = 3 log Post(¥ilyn, - - - pi-1, )

1=1
® Scores are all negative, and higher score is better
® \e search for high-scoring hypotheses, tracking top k on each step
® Beam search is not guaranteed to find optimal solution

® But much more efficient than exhaustive search!

20
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vily, ..., vi—1, @)
1=1

<START>

Calculate prob
dist of next word

21 Se credit: Chris Manning

w-—-w
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vily, ..., vi—1, )
1=1

-0.7 = log P \,(he |<START>)
he

/

<START>

N\

[
-0.9 = log P, (/| <START>)

Take top k words
and compute scores

22 —iee .~ .22 Chris Manning

DRSS sttt
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, L Ut) Zlog Piv(vilyr, - .. yie1, x)
1=1

-1.7 =log P,y (hit| <START> he) + -0.7

0./ hit
he <
struck

/ -2.9 = log P \(struck| <START> he) + -0.7
<START>
\ -1.6 = log P \y(was|<START> ) + -0.9
was
/ <
ot
-0.9 g
1.8 =log P, (got|<START>I) + -0.9

For each of the k hypotheses, find

top k next words and calculate scores
23 Slide credit: Chris Manning
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vily, ..., vi—1, )

-1.7

-0.7 hit
he <

/ struck

-2.9
<START>
\ -1.6
was

I <

got

-0.9

-1.8

Of these k% hypotheses,

just keep k with highest scores . e .
24 Slide credit: Chris Manning

DRSS sttt
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Beam Searc:h Decodlng Example

Beam size = k = 2. Blue numbers = Score(yl, L Ut) Zlog Piv(vilyr, - .. yie1, x)
1=1

-2.8 = |log P (a|<START> he hit) + -1.7

-1.7 a
0.7 v <
he < me
/' struck 2.5 = log P,y,(me|<START> he hit) + -1.7
-2.9
<START> -2.9 = |log P\ (hit| <START> | was) + -1.6

\ i hit
was <
I < struck
got

-0.9 -3.8 = log P, (struck|<START> | was) + -1.6
-1.8

For each of the k hypotheses, find

25 top k next words and calculate scores Slide credit: Chris Manning
TR M
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) ZlOg Piv(vily, ..., vi—1, )
1=1

-2.8

-1.7 q

01 e K]
he < me
/ struck Hc

-2.9

<START> -2.9
\ 16 hit

was <
/ < struck

got

-0.9 -3.8
-1.8

Of these k% hypotheses,

just keep k with highest scores
26 Slide credit: Chris Manning

DRSS sttt
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) ZlOg Piv(vily, ..., vi—1, )

-4.0

tart
2.8 :
-1.7 pi€

a
-0.7 hit < -3.4
he < me _

P 3.3

/ struc Py ith
-2.9

<START> -2.9 on

\ 1.6 hit -3.5
was <
I < struck
got

09 -3.8
-1.8

For each of the k hypotheses, find
top k next words and calculate scores

27 Slide credit: Chris Manning

DRSS sttt
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) ZlOg Piv(vily, ..., vi—1, )

1=1
-4.0

tart
2.8 _
_ pie
1.7 a 34
-0.7 hit -3.
he < me \ 3.3

/ struck Hc with
-2.9

<START> -2.9 on

\ 16 hit 3.5
was
/ < struck

got

09 -3.8
-1.8

Of these k% hypotheses,

just keep k with highest scores
28 Slide credit: Chris Manning

DRSS sttt
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) ZlOg Piv(vily, ..., vi—1, )

1=1
-4.0 -4.8

tart in
-2.8 _ /
17 pie with
| a
0.7 v < 3.4 4.5
he < me 3.3 3.7
/ struck Hc with g
-2.9 :
<START> 2.9 on one
\ L6 hit 3.5 4.3
was <
I < struck
got

09 -3.8
-1.8

For each of the k hypotheses, find

29 top k next words and calculate scores Slide credit: Chris Manning
L aaang et
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Beam size = k = 2. Blue numbers = Score(yl, ey Yt)

30

-4.0

USC Viterbi
Beam Searc:h Decodmg Example

1=1
-4.8

tart in
Z pie 4 with

-2.8
-1.7 a —
-0.7 hit < -3. -4.5
he < e 3.3 3.7
/ struck Py with .
-2.9 :
<START> 2.9 on one
\ L hit 3.5 4.3
was <
I < struck
09 got 3.8
-1.8

just keep k with highest scores

Of these k? hypotheses,

Zlog Pr (Yilya, - -

. 7y73—17x)

Slide credit: Chris Manning

DRSS sttt
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, L Ut) Zlog Piv(vilyr, - .. yie1, x)
1=1

-4.0 -4.8

tart in
-2.8 i
pie with 4.3

-1.7 a
) _ pie
0.7 pie < 3.4 4.5
he < mne -3.3 -3.7 tart
/ struck Hc with ; "y
-2.9 :
<START> -2.9 on one 5.0
\ . hit -3.5 -4.3 pie
was <
I < struck tart
09 got 3.8 5.3

-1.8

For each of the k hypotheses, find

top k next words and calculate scores
31 Slide credit: Chris Manning
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) ZlOg Piv(vily, ..., vi—1, )
1=1

-4.0 -4.8

tart in
-2.8 i
17 Z pie with 4.3
-0.7 | ? 3.4 45 pie
' hit | |
he < A me 3.3 -3.7 tart
/ struc Py with ]

-4.6
-2.9 :
<START> 2.9 on one 5.0
\ . hit -3.5 -4.3 pie
- <
I < struck tart
0.9 got -3.8 -3.3
-1.8

This is the top-scoring hypothesis!
32 Slide credit: Chris Manning

DRSS sttt
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Beam Searc:h Decodmg Example

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) ZlOg Piv(vily, ..., vi—1, )

1=1
-4.0 -4.8

tart :‘ in
-2.8
17 Z pie with 4.3
0.7 | ! 3.4 4.5 pie
e hit ' | | |
he K me -3.3 -3.7 tart
/ struck Hc with .

-4.6
-2.9 '
| <START> I -2.9 on one 5.0
\ 16 hit -3.5 -4.3 pie
was <
I < struck tart
t
09 90 -3.8 -5.3
-1.8
33 Backtrack to obtain the full hypothesis Slide credit: Chris Manning

DRSS sttt
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Beam Search Decoding: Stopping Criterion

® Greedy Decoding is done until the model produces an </s> token
® [For e.g. <s> he hit me with a pie </s>
® |[n Beam Search Decoding, different hypotheses may produce </s> tokens at different
time steps
® \When a hypothesis produces </s>, that hypothesis is complete.
® Place it aside and continue exploring other hypotheses via beam search.

® Usually we continue beam search until:
® \We reach time step T (where T is some pre-defined cutoft), or

® \We have at least n completed hypotheses (where n is pre-defined cutoft)

34
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Beam Search Decoding: Parting Thoughts

® \\e have our list of completed hypotheses. Now how to select top one?
® Each hypothesis yy, ..., y, on our list has a score

L
score(y1,...,yt) = log PLm(y1, ..., ye|lx) = ZlogPLM(yi|y1, ey Yio1,T)
i=1

® Problem with this: longer hypotheses have lower score
® Fix: Normalize by length. Use this to select top one insteaa

= S

1

(

 But this is expensivel!

t

1

Z E :IOgPLM(yilyla . ,yz'—hﬂ?)
i=1

35
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Maximization Based Decoding

® Either greedy or beam search

® Beam search can be more eftective with large beam width, but also more expensive
® Another key issue:

Context: [N ashocking finding, scientist discovered a herd
of unicorns living in a remote, previously
unexplored valley, in the Andes Mountains. Even
more surprising to the researchers was the fact
that the unicorns spoke perfect English.

Generatlon can be b‘and or continuation: The StUdy, publlshed in the Proceedings of the
o National Academy of Sciences of the United States of
repetitive (also called degenerate) America (PNAS), was conducted by researchers from the

Universidad Nacional Auténoma de México (UNAM)
and the Universidad Nacional Auténoma de México
(UNAM/Universidad Nacional Auténoma de México/
Universidad Nacional Auténoma de México/
Universidad Nacional Auténoma de México/

Universidad Nacional Auténoma de México...
Holtzmann et al., 2020

36 bt e——
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Degenerate Outputs

I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired.

Negative Loglikelihood

ml‘J RBAL

: -'L-l " 'r.:

Rk

O000 ==== NNV WL KAk OO0 D000 NNNN
ONAOI00=NAGONNA GRG0 5N S OI0UTN A OO SO0~ S 010000

Holtzmann et al., 2020
e e

However, the problem goes away under extreme-scale

language models, such as GPT-4 and Llama-3
37
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® Probability amplification due to maximization based decoding
® (Generation fails to match the uncertainty distribution for human written text

v
Wil

Perhaps we should not really be maximizing!

What else could we do? Timestep

l

Probability
- - -
N O 0

O
N

0

USC Viterbi
Why does repetition happen?

Beam Search

Holtzmann et al., 2020
————— e

e - UMan
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Solution: Don’t Maximize, Pick a Sample

® Sample a token from the distribution of tokens.

® But this is not a random sample, it is a sample for the learned model distribution
® Respects the probabilities, without going just for the maximum probability option
® Or else, you would get something meaningless
® Many good options which are not the maximum probability!

He wanted
to go to the

— bathroom

39
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Modern Generation:
Sampling
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Pure / Ancestral Sampling

exp(s,,)
Y, ~ P(w) = o
. z VeXp(SV)
® Sample directly from P, Ve
® Still has access to the entire
vocabulary
® But if the model distributions are
of low quality, generations will be
— bathroom

of low quality as well He wanted
® Often results in ill-formed to go to the

generations

® No guarantee of fluency

41
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0

Top-K Sampling  « oo

i N

® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even it most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass
® Many tokens are probably really wrong in the current context. s, ... P(w|“The", “car”) = 0.99

Yet, we give them individually a tiny chance to be selected. —
® But because there are many of them, we still give them as a
group a high chance to be selected. Heavy-tailea

® Solution: Top-K sampling distributions

® Only sample from the top K tokens in the probability

 —
drives is turns stops down a not the small told

dlStrlbUtlon P(w|“The”, “car”)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface

L S e T St

42
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Top-K Sampling: Value of K

® Solution: Top-K sampling
® Only sample from the top K tokens in the probability distribution
® Common values are K = 50

He wanted

— bathroom
to go to the

® |ncrease K yields more diverse, but risky outputs

® Decrease K yields more safe but generic outputs

43
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Top-K Sampling: Issues

0.08

DB e thought I

| | knew I ¢
had |
saw Il
did Il
said Il
wanted [

[op-K samp\in can cut off too quickl o
P 9 Y Distribution liked N
got [

0.8
hot e———
warm [l
cooling I
on ||
o heating |

Shesaid , ” | never

Top-K sampling can also cut off too slowly! | ate the pizza while it was stil fresh

cold
warming
burning
cooking

Narrow

We can do better than having one-size-tits-all: a Distribution

fixed K for all contexts

S —— Image Source: Holtzmann et al., 2019
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Modern Decoding: Nucleus Sampling

® Problem: The probability distributions we sample from are dynamic
® \When the distribution P, is flatter, a limited K removes many viable options

® \When the distribution P, is peakier, a high K allows for too many options to have a
chance of being selected

® Solution: Nucleus Sampling / Top-P sampling
® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is
concentrated)
® \aries K depending on the uniformity of P,

Holtzman et al., ICLR 2020

45
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Nucleus (Top-P) Sampling

® Solution: Top-P sampling
® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is concentrated)

® \aries K depending on the uniformity of P,

Ptl()’t =w [{ ¥}<t) Ptz(Yt =w [{y}<t) Ptg()’t =w [{ y}<t)

EI E—1

Holtzman et al., ICLR 2020

A — e e

46
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Temperature Scaling

S
Originally, P(y, = w) = expSy)

ZVEV eXp(SV)
® Recall: On timestep 7, the model computes a prob distribution P, by applying the softmax

function to a vector of scores s € R!Y

® \We can apply a temperature hyperparameter 7 to the softmax to rebalance P,

® | et's say initial scores, S, : (remember these are real-valued) eXp(Sw/T)
® 0.1912,0.7492, 0.5966, 0.5528, 0.8324, 0.9409 Py, =w) = —————
> ey EXP(S,/7)
® After softmax, p: vev

® 0.1031, 0.1802, 0.1547, 0.1480, 0.1958, 0.2182
® S /twhent=0.0l:
® 19.12,74.92, 59.66, 55.28, 83.24, 94.09

® After softmax, p

® 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 1.0000 search ano samp\ing.
e ———————————————

Temperature is a hyperparameter for
decoding: It can be tuned for both beam
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Samp

® Raise the temperature 7 > 1: P,
becomes more unitorm
® More diverse output
(probability is spread arouna
vocab)

® | ower the temperature 7 < 1: P,
becomes more spiky
® | ess diverse output
(probability is concentratea
on top words)

10
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CO m p a ri n 9 d i'F'F e re n -t %a‘ gg/‘flv171t'85-nJel:’:ti;<;:ybaic?(?from vacation.

Just got back from vacation.
09/10/18 - Just got back from vacation. Just got back from vacation.

[ [
d | 09/09/18 - Just got back from vacation. Just got back from vacation.
e CO I n a O rl I I . S 09/08/18 - Just got back from vacation. Just got back from vacation.
Beam Search, b=16
- 01/05/19 - Visited The Subaru Canada Heritage15th Star for my vehicle research.
That was a wonderful experience. Thanks again for your knowledge and support.
- 05/23/19 - | was thrilled to receive my Subaru Legacy character! It fits me perfectly and
makes me feel like a kid again!

Pure Sampling 06/15/19 - Just regained my licence for my different coloured 2016 WRX / STI...

" Just got back from vacation.
2K 09/07/18 - Happy 9th birthday to me! Happy 9th birthday to me!
: 09/01/18 - Sotwidden also! Sofwidden also!
7) 08/25/18 - Happy birthday to me! Happy birthday to me!
. 08/17/18 - Night shift! ooNight shift! 00
Sampling, t=0.9  08/17/18 - Lucky me! Lucky me!

:'----': Just got bad}tfrom vacahtion. h 5

: 09/03/18 - Atter more than 40 years, | might have an apartment in Virginia Beach.
i I years, | mig P g
® G en erate teXt tO COntI nue a ] K 1 After more than 40 years, | might have an apartment in Virginia Beach.
I ! 08/20/18 - Going for a hike at Mount Eerie in Northeast Virginia Spring

L----J

given context Top-k, k=640

o ——— Just got back from vacation.

09/08/18 - I've gotten really sick. - I've gotten really sick.
09/07/18 - My wife and | are getting married in February.
- My wife and | are getting married in February.
09/06/18 - I'm so excited to go back to college this fall.

- I'm so excited to go back to college this fall.

Going for a hike at Mount Eerie in Northeast Virginia Spring

® Open-ended generation
® Same decoding algorithms are

Just got back from vacation.

07/12/18 - Ha%)y birthday to Swingu, who is nearly 5 years old. | would like to say hi to
him on the road as well as when | ride with him. You cannot go to work without feeling

also useful for close-ended
physically sick or psychologically exhausted because you can barely breathe. Even if you

9 ene rat| on taSkS Nucleus p=0.95 ride on rollercoaster even once, it is easy to recover from the physical side of it.

| just got back from a much needed and really great nine day vacation to my remote
Arizona property. It was a really restful and relaxin%visit. | got a lot accomplished while |
was there, but still found time to just goof off and have fun too. | got to do some
astronomy, even though the weather was pretty cloudy most of the time. Here is a 50

Holtzman et al. ICLR 2020 WebText minute exposure of M101. It turned out pretty good.
L anaaa e e
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Truncation-based Sampling

Taylor
® Nucleus Sampling is an example of truncation sampling : | *

. . . Q T
® Certain properties of language models (mismatch 3
o0
. . . . . o

between vocabulary size and hidden dimensionality) - =

Swift  Martinez  Sw Kits had go

make threshold sampling a great choice!
° [Fin\ayson ot a‘., 2024] ;P;c;i: :h::risjhold 7 and only sample tokens with probability
® | ocally-Typical Sampling: Similar to Nucleus Sampling, but
based on conditional entropy (entropy of a distribution

Taylor
determines its randomness) [Meister et al., 2022] ,
- Swift U0 Accepted by ours
® n-Sampling: Entropy dependent threshold that also takes . top-p| Lot accepted by ours
into account absolute probabilities [Hewitt et al., 2022] 20 Martinez
o I a Richardson
® BAT Sampling: More flexible than truncation [Finlayson et : |
3 S Kits
al., 2024] m"- }

Token (sorted by probability)
50
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USC Viterbi

Modern Decoding: Takeaways

® Natural language distributions are very peaky but the
softmax function assigns probabilities to all tokens in

the vocabulary
® Hence we need approaches to truncate / modify the

softmax distribution
® Ancestral, Top-k, Top-p (Nucleus), Temperature
® Some properties of the softmax function make
truncation based decoding necessary

5T

Log probability

Taylor

Swift

.. had

top-p

Martinez

Sw

U0 Accepted by ours
/0 Not accepted by ours

Richardson

S Kits

[T

Token (sorted by probability)
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Evaluating
Generations
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Evaluation Strategies

® With Reference Ref: They walked to the grocery store ..

® | exical Matching

® Semantic Matching \\ '\‘\
® Without Re,ference Gen: The woman went to the hardware store.

® Perplexity

® Model-Based Metrics

® Advanced: Distributional Matching

® Simplest, Most Reliable Strategy to-date: Human Evaluation

® Even simpler and least reliable: Auto Evaluation
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Reference-Based Metrics

Ref: They walked to the grocery store .

A\ NN

Gen: The woman went to the hardware store..

® Only possible for close-ended generation tasks
® Compute a score that indicates the lexical similarity between generated and gold-
standard (human-written) text

® Fast and efficient and widely used
® n-gram overlap metrics (e.g., BLEU, ROUGE, etc.)
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