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Abstract

With an extensive catalog of beauty products,001
Sephora can be an intimidating experience for002
online shoppers. We propose SephoraShopper,003
a natural language processing tool that simpli-004
fies the decision-making process. By allowing005
shoppers to input their personal characteristics006
and a product of interest, SephoraShopper gen-007
erates a predictive review that anticipates what008
the user would write after using the product.009
Our solution aims to transform the online cos-010
metic shopping experience, presenting users011
with a personalized preview to help them make012
informed purchasing decisions.013

1 Introduction014

The beauty industry has become an increasingly015

saturated market. Projected to reach around $580016

billion by 2028, this industry is experiencing un-017

precedented growth. While impressive, this growth018

presents a significant challenge for consumers nav-019

igating this saturated space. Consumers are in-020

creasingly overwhelmed by the sheer volume of021

cosmetic products on the market and experience022

a phenomenon known as “choice overload.” This023

problem is especially evident in Sephora, the lead-024

ing omni-retailer with over 2,700 stores worldwide025

and a growing online presence.026

Sephora’s product range includes thousands of027

items, each with up to 17k reviews. With the e-028

commerce growth in the industry, more consumers029

are purchasing cosmetics online but the volume030

of products and reviews makes it difficult for con-031

sumers to choose the best product for their unique032

needs.033

SephoraShopper leverages LLM to generate per-034

sonalized product reviews. Unlike traditional re-035

view summaries, SephoraShopper predicts the con-036

tent of a review that a user is likely to write based037

on their specific characteristics, the product de-038

tails, and existing reviews. This tool simplifies039

the product selection process by providing insights 040

into how well a product aligns with a user’s prefer- 041

ences and characteristics. By simulating personal- 042

ized reviews, SephoraShopper enables consumers 043

to make informed decisions among the countless 044

beauty products available. 045

2 Problem within Related Work 046

Various previous works explore the use of natural 047

language generation (NLG) specifically for tasks 048

involving product reviews using transformer mod- 049

els. 050

Dong et. al., 2017 explored an attention- 051

enhanced approach to generate product reviews 052

when conditioned on user, product, and rating at- 053

tributes. They used multi-layer perceptrons to en- 054

code user and item IDs into context vectors. Then, 055

they decoded a word sequence, which is the gen- 056

erated reviews, using stacked recurrent neural net- 057

works and introduced an attention mechanism to 058

learn the association between the context vector 059

and the predicted output words. They utilized an 060

Amazon book product dataset and demonstrated 061

that their model outperforms baseline methods, 062

such as nearest neighbor search, by leveraging the 063

attention mechanism. This research has laid a foun- 064

dation for generating personalized review content 065

based on user and product attributes. 066

Li et al., 2020 examine the possibilities of per- 067

sonalized NLG with their model, PErsonalized 068

Transformer for Explainable Recommendation (PE- 069

TER). Similar to Dong et al.’s work, they used user 070

and item-specific information for content genera- 071

tion. However, Li et al. pioneered the use of trans- 072

former models in this domain, demonstrating that 073

PETER can both generate explanations and make 074

recommendations based on these attributes. They 075

introduced an innovative approach that integrated 076

user and item IDs with textual data and revised 077

the attention-masking matrix to accommodate their 078
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three tasks: explanation generation (creating text ra-079

tionale behind a product recommendation to a user),080

context prediction (mapping user and item IDs to081

words used in the explanation), and rating predic-082

tion (estimating a user’s potential rating based on083

historical data and user/product attributes). PETER084

outperformed fine-tuned BERT models in several085

metrics, underscoring the potential of transformer086

models for personalized NLG tasks that require an087

understanding of user and item-specific informa-088

tion.089

Like Dong et al., we attempt to tackle the task of090

generating product reviews. Unlike their research091

which focuses on attribute-to-sequence generation092

with RNNs, our SephoraShopper draws inspiration093

from Li et al., 2020 by leveraging the transformer094

model for personalized NLG. SephoraShopper at-095

tempts to generate personalized product reviews096

that reflect the unique characteristics of individual097

users and product details by utilizing GPT-2, T5,098

Llama, and Mistral.099

3 Hypothesis100

We hypothesize that a transformer model, fine-101

tuned on Sephora product reviews and product de-102

scriptions, can accurately predict the content that a103

user with a specific set of characteristics (e.g. skin104

type, skin tone, product detail desires) is likely to105

write.106

Transformer models are highly effective for tasks107

involving text generation, making them an excel-108

lent choice for our Sephora personalized product109

review generation use-case. Transformer models110

excel in text generation task because of the atten-111

tion mechanism which allows the model to capture112

the contexts of the input sequence and their con-113

tribution to the predicted output. In addition, we114

leverage pre-trained transformer models like GPT-115

2, T5, Llama, and Mistral fine-tuned to our dataset116

of Sephora product reviews and details to create117

personalized product reviews that can guide the118

user’s purchasing decisions and enhance their on-119

line shopping experience.120

4 Dataset121

We collected a comprehensive dataset of over122

40,000 product reviews, scraped from the Sephora123

website. We began our data collection process by124

strategically selecting the products to include in125

our dataset. We identified fifteen foundation prod-126

ucts for analysis, prioritizing diversity in product127

characteristics, such as suitability for different skin 128

types (oily, dry, or mature), finish (natural, satin, 129

matte), and coverage (light, medium, full). We 130

chose foundation products because individual user 131

characteristics and preferences significantly influ- 132

ence a consumer’s choice in complexion products 133

as compared to other cosmetic categories. 134

Initially, we attempted to gather the data by using 135

traditional web-scraping techniques using Beauti- 136

ful Soup. However, we transitioned to using API 137

calls to the Bazaarvoice network, which hosted all 138

of the review and product info data. This approach 139

allowed us to retrieve product information, which 140

includes product ingredients, finish, coverage, and 141

description, and the review information, which in- 142

cludes review text, rating, recommendation status, 143

positive and negative feedback counts, skin tone, 144

skin type, presence of incentivized review, and ver- 145

ified purchaser status. 146

Once we collected the data, we preprocessed the 147

data. To address missing values, we marked them 148

as "empty" and filled in missing data points for 149

incentivized review and verified purchaser fields 150

to ensure the completeness of our datasest. We 151

also excluded the reviews that were incentivized to 152

minimize the potential bias that these reviews could 153

introduce. Furthermore, we cleaned the dataset by 154

trimming excess whitespace to standardize the data 155

format. 156

From data scraping, we obtained a CSV of data, 157

with each datapoint or user/product detail in a sep- 158

arate column. We then prepared a CSV that con- 159

tained a singular input and output column, a format 160

that makes it easy to extract input-output pairs for 161

the models. Each entry of our original CSV was 162

taken row by row and concatenated into an input 163

string for the product and user details while the 164

review and rating were concatenated to create the 165

output. A sample input and output entry is provided 166

in Table 2. 167

5 Approach 168

5.1 Generative Pre-trained Transformer 2 169

(GPT-2) 170

GPT-2, developed by OpenAI, has shown a sig- 171

nificantly advanced ability to generate text. The 172

model has a decoder-only architecture which has 173

an advantage of simplicity and faster training speed 174

over models with an encoder-decoder archicture. 175

GPT-2 is pre-trained on a corpus called WebText 176

with approximately 8 million web pages, making 177
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the model well-suited for understanding our review178

and product text input and generating personalized179

predictive reviews.180

We further preprocessed the data by combin-181

ing the input and the output into a singular string,182

which we wrote to a text file. This approach ex-183

poses the model to both the input and output text184

during training to learn to generate appropriate185

product reviews given an input. We used the GPT-2186

tokenizer to encode input-output pairs, the input187

as all of the product and user information and the188

output as the review text and rating. We loaded the189

tokenized data into a TextDataset class and trained190

our model using GPT2LMHeadModel within Hug-191

ging Face’s Transformers library.192

We fine-tuned the model by adopting a learning193

rate of 2e-5, a batch size of 32 for training and 64194

for evaluation, and eval steps of 500 over 3 epochs.195

5.2 Text-to-Text Transfer Transformer (T5)196

The T5 model, developed by Google, is pre-trained197

on a large corpus of unsupervised and supervised198

tasks, including text-to-text tasks such as sentiment199

analysis, question answering, and natural language200

inference. T5 has an encoder-decoder architec-201

ture, which offers an advantage over decoder-only202

models like GPT-2 because this structure allows203

a deeper, more complex contextual understanding204

of the input. Given the lengthy, information-dense205

input sequences containing user information and206

long product descriptions, this is crucial for our207

review generation task.208

We prepared our dataset into Prompt-Response209

pairs by converting our preprocessed CSV data into210

input and output pairs. To guide the model on our211

task, we prepended the prefix "generate review: "212

to each input text to clarify the task context to the213

model.214

We tokenized the input and output215

data using the T5 tokenizer and used the216

T5ForConditionalGeneration class for our model,217

which is tailored for conditional generation tasks218

like ours. Furthermore, the T5Tokenizer utilizes219

SentencePiece which combines subword units from220

Byte Pair Encoding and treats text as a raw input221

stream to be agnostic to spaces for other languages.222

Although that it isnt particularly relevant since223

our project deals with English, SentencePiece is224

also used in conjunction with Unigram which225

begins at a base vocabulary that is trimmed when226

computing how the loss changes after trimming.227

These two approaches that work opposite to each228

other, merge subwords and trimming base words 229

help give a very diverse tokenization approach. 230

Given the computational constraints, we selected 231

the t5-small, the most lightweight version of the T5 232

models. We trained the T5 model and fine-tuned 233

the following hyperparameters: 3 epochs, 8 train 234

and test batch size, 500 eval steps, 2e-5 learning 235

rate, and 0.01 weight decay. 236

5.3 Llama 2 237

Llama 2, developed by Meta, is an auto-regressive 238

language model with a decoder-only architecture 239

that adopts grouped-query attention to optimize 240

the generation of human-like text (Ainslie et al., 241

2023). Meta has previously fine-tuned this model 242

into Llama 2 Chat for dialogue use cases, incor- 243

porating supervised fine-tuning and reinforcement 244

learning with human feedback (RLHF) (Touvron 245

et al., 2023). Llama 2 is a substantially larger lan- 246

guage model than both GPT-2 and T5, with 7 bil- 247

lion parameters compared to GPT-2’s 1.5 billion 248

and T5-small’s 60 million. It was trained on 2 tril- 249

lion tokens, significantly more than GPT-2’s 50,257 250

and T5’s 1 trillion tokens. We selected this model 251

to explore whether a larger number of parameters 252

could outperform earlier models with our Sephora 253

dataset. In addition, Llama 2’s experimental results 254

may clarify the benefits of T5’s encoder-decoder 255

architecture versus the decoder-only architectures 256

of GPT-2 and Llama 2 when handling our dataset 257

that has clear input and output distinction. 258

We followed a specific prompt, predefined by 259

the model, in order to fine-tune more efficiently. 260

The training input was prepended with start tokens 261

<s> and enclosed with instruction tokens [INST] 262

and [/INST]. </s> was appended to both the input 263

and output to signal the end of data. An example 264

looks as follows: “<s>[INST] input [/INST] output 265

</s>”. Without these tokens, the model performed 266

poorly, generating irrelevant text to the product or 267

reviews. 268

The tokenizer was LlamaTokenizer, which uses 269

byte-pair encoding based on a SentencePiece. The 270

tokenizer does not automatically append a prefix to 271

the first token, thus necessitating the <s> token. 272

Our fine-tuning also involved a QLoRa con- 273

figuration, which combines quantization and 274

Low-Rank Adapter (LoRA) to enable Parameter- 275

Efficient Fine-Tuning (PEFT) (Dettmers et al., 276

2023). Given Llama 2’s significantly large size of 7 277

billion parameters, the GPU was unable to manage 278

such demands. Therefore, PEFT was essential to 279
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reduce the number of parameters. The 4-bit quan-280

tization subdivides the pre-trained Llama 2 model281

into 4 bits and keeps their parameter frozen. A282

smaller-sized LoRA layer, whose parameters are283

not frozen and are updated during fine-tuning, is284

added. During training, the model only tracks gra-285

dients for the backpropagation of the LoRA layers,286

not the frozen 4-bit models, therefore, significantly287

saving space and computational time by updating a288

smaller subset of 7 billion parameters and circum-289

venting the problem of limited GPU resources.290

The hyperparameter used for Llama 2 was 1291

epoch, training batch size of 1, learning rate of292

0.0002, and adam optimizer. Despite PEFT with293

QLoRA configuration, the GPU resource could294

only handle batch size of 1 (anything greater would295

result in out of memory error). Llama 2 used higher296

learning rate and optimizer of Adam, which is297

different from the previous two models. This is298

because the model needed to converge faster in299

shorter amount of time (i.e. learn more in less300

epoch). High learning rate updates the parameters301

faster to meet its optimal weights while the opti-302

mizer helps converge faster and more accurately.303

5.4 Mistral304

We opted to utilize Mistral 7B Instruct v0.2, the305

instruction tuned version of Mistral 7B with no306

sliding window attention. The main motivation to307

use Mistral is to use another decoder-only model308

to better differentiate between the performance of309

T5’s encoder-decoder model. Mistral also utilizes310

group query attention to help reduce cache size and311

increase inference speed along with its 32k context312

window. Mistral uses Byte Pair Encoding similar313

to GPT2 and SentencePiece(similar to T5) as well,314

both methods building subwords albeit using differ-315

ent approaches. According to Mistral AI’s blogpost,316

Mistral 7B model outperforms Llama 13B at text317

generation tasks, making it a cost efficient yet effec-318

tive option for our research problem, only looking319

at the attention of a group of hidden states instead320

of all. For our hyperparameters, given our compu-321

tational resources, we had a batch size of 4, weight322

decay 0.001, a learning rate of 23-4, 32bit adam for323

our optimizer, and half an epoch for training with324

floating point 16 bit representation enabled to help325

reduce size.326

6 Evaluation 327

To evaluate the performance of our models, we 328

used three common performance metrics: Bidirec- 329

tional Encoder Representations from Transformers 330

Score (BERTScore), BiLingual Evaluation Under- 331

study (BLEU), and Recall-Oriented Understudy 332

for Gisting Evaluation (ROUGE). The BERTScore 333

evaluates the semantic similarity between the gen- 334

erated review text and the reference user reviews. 335

It leverages the contextual embeddings from pre- 336

trained models like BERT, comparing the similarity 337

of words in the generated text to those in the refer- 338

ence text. This metric goes beyond word matches 339

or n-gram overlap, making it particularly relevant 340

for our task. The BLEU score measures the pre- 341

cision of how well the generated reviews match 342

the reference reviews in terms of word choice over- 343

lap and sentence structure. Although commonly 344

used in translation tasks, it could help us assess the 345

accuracy of the model’s generated review text in 346

replicating the style and content of the Sephora ref- 347

erence reviews. We use the ROUGE score, specif- 348

ically ROUGE-1 and ROUGE-2, to measures the 349

recall, which is the proportion of reference text in- 350

stances captured by our generated model text. This 351

metric is typically used in machine summarization 352

tasks and helps evaluate the extent that key infor- 353

mation from the reference reviews is retained in the 354

generated review. 355

For each generated product review, we calculate 356

the BERTScore, BLEU, and ROUGE scores and 357

compare these against a set of reference reviews 358

for that product. Together, these metrics provide a 359

comprehensive assessment of the performance of 360

our model in generating contextually appropriate 361

and accurate reviews. 362

7 Results 363

A sample generated output can be seen in Table 364

2. We evaluated the performance of four models: 365

GPT-2, T5, Llama 2, and Mistral using the three 366

metrics: BERTScore, BLEU, and ROUGE-1, as 367

summarized in Table 1. 368

GPT-2 had the lowest BLEU score or 0.0022 in- 369

dicating minimal word matches with the referenced 370

reviews. It achieved moderate precision, recall, and 371

F1 in BERTScore; however, the ROUGE-1 scores 372

were also relatively low. A qualitative analysis on 373

the generated output text from Table 2 suggests that 374

GPT-2 generates a review that is somewhat repeti- 375

tive and illogical. The text claims the foundation 376
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Model BLEU BERTScore ROUGE-1
GPT-2 0.0022 P: 0.788, R: 0.839, F1: 0.812 P: 0.090, R: 0.259, F1: 0.126

T5 0.0524 P: 0.864, R: 0.889, F1: 0.876 P: 0.434, R: 0.367, F1: 0.373
Llama 2 0.0077 P: 0.771, R: 0.869, F1: 0.817 P: 0.072, R: 0.443, F1: 0.121
Mistral 0.0003 P: 0.763, R: 0.843, F1: 0.801 P: 0.102, R: 0.395, F1: 0.154

Table 1: Comparison of NLP Models

has a "medium coverage" and contradicts this in377

the following line with a "light coverage." Simi-378

larly, the review contains some negative feedback,379

followed by high remarks and a 5-star rating.380

In contrast, the T5 model achieved the best per-381

formance across all of the metrics with a BLEU382

score of 0.0524, BERTSCORE with the highest pre-383

cision (0.864), recall (0.889), and F1 (0.876), and384

ROUGE-1 score with the highest precision (0.434)385

and F1 (0.373). This suggests that T5 generates386

product reviews with a higher semantic similar-387

ity to, precision, and recall from the reference re-388

views. Since the other three models have a decoder-389

only architecture, this suggests that the reason T5390

performs better may be attributed to its encoder-391

decoder architecture which allows it to learn the392

complex relationships within the input. The gen-393

erated sample T5 review is contextually accurate394

and aligns closely with the input details, such as395

the user’s oily skin type.396

Llama 2 has a moderately low BLEU,397

BERTScore, and ROUGE-1 scores, with a398

BERTScore F1 score (0.817) and ROUGE-1 F1399

score (0.121) comparable to GPT-2. We trained400

Llama 2 for only 1 epoch due to GPU resource401

limitations, so the reduced training time could con-402

tribute to the observed lower results. The sample403

Llama 2 review is more logical and coherent than404

the GPT-2 output, but fails to capture some of the405

input details, writing that the user has a dry skin406

type.407

Finally, Mistral obtained the lowest BLEU408

score (.0003) and BERTScore and moderately low409

ROUGE-1 scores. This suggests that Mistral is410

poor at semantic matching and capturing the con-411

text of reference reviews. Similar to Llama 2, Mis-412

tral is a significantly larger model than GPT-2 and413

T5, which despite their potential for higher perfor-414

mance, presented practical challenges during fine-415

tuning with our limited computational resources416

available. Like Llama we only trained the model417

for 1 epoch. The generated Mistral output is rich in418

detail and length, although some specificity seems419

randomly generated rather than inferred from the 420

input context. 421

8 Conclusion 422

Among the various models we tested, we found 423

that T5 performed the best. To better determine 424

the reason for its performance, we attempted to 425

look at more Decoder-only architectures to narrow 426

down what is responsible for its superior perfor- 427

mance. Mistral and Llama 2 are both SOTA of 428

Decoder-only LLM’s with billions of parameters. 429

However, it is worth noting the sheer size of these 430

SOTA Decoder Only models made it difficult to 431

train meaningfully. Even with quantization efforts 432

like PEFT with QLoRA, training was restricted to 433

only one epoch with very small batch sizes without 434

maxing out the available GPU and compute. T5 on 435

the other hand comes with various sizes that make 436

using it much easier given these constraints. With 437

these smaller sized variants, we were still able to 438

train without the need for quantization and for a 439

decent amount of epochs as compared to LLMs. 440

Furthermore, we suspect its Encoder-Decoder ar- 441

chitecture that focuses on sequence to sequence 442

transformations allows for it to develop and much 443

more rich and indepth semantic understanding of 444

the text, as not only is text generation a task but ma- 445

chine translation and summarization for example 446

are also a part of the training for the model. 447
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Ground Truth Output Review: New favorite foundation. Easy to blend | Rating: 5
GPT-2 Output Review: I love this for dry skin as this is so easy to use. I do usually wear a foundation
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this foundation covers it without looking cakey. I have a lot of texture on my cheeks
and this foundation doesn’t settle into it. I have a lot of pores on my nose and this
foundation doesn’t make them look bigger. I have a lot of fine lines around my eyes
and this foundation doesn’t make them look more pronounced. | Rating: 5

Table 2: Generated output based on the input to GPT-2, T5, Llama 2 after fine-tuning
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