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Abstract

The exponential growth of e-commerce, no-
tably accelerated by the pandemic, has posi-
tioned Amazon as a dominant force in on-
line retail. However, navigating the vast array
of products in a straightforward way is diffi-
cult for consumers. Amazon has responded by
leveraging AI and natural language processing
(NLP) to streamline user experience, particu-
larly in product discovery and review analysis.
ReviewRefine aims to use AI summarization
models like bart-large-cnn and flan-t5 to im-
prove the user experience and improve trans-
parency on the Amazon marketplace. By com-
paring these summaries with existing sources
of information and evaluating the sentiment
and similarity between these components, the
study aims to assess how models like bart-
large-cnn and flan-t5 have the potential to en-
hance transparency in e-commerce, ensuring
consumers receive genuine representations of
product sentiments in the complex online mar-
ketplace.

1 Introduction
E-commerce has experienced unprecedented growth in
recent years, particularly accelerated by the pandemic,
with Amazon emerging as a leader in the online shop-
ping realm. This rise has been fueled by a cross-side
positive network effect, attracting an ever-increasing
number of both consumers and sellers. As the market-
place burgeons with a diverse range of products, con-
sumers face the daunting task of navigating through
an abundance of choices without the tactile advantages
of traditional shopping—such as physically assessing
product size, feel, and quality.

Amazon has made strides to enhance user expe-
rience and manage this complexity by deploying AI
and NLP techniques. One notable feature involves
aggregating similar products across various brands to
aid consumers in making informed decisions based on
comparative descriptions. However, the reliability of
these seller-provided descriptions often remains ques-
tionable, reflecting an underlying issue of transparency
in how products are presented online.

To further assist consumers, Amazon has also capi-
talized on the expansive pool of product reviews—an

invaluable resource for prospective buyers. Notably,
while 90% of consumers consult these reviews before
making a purchase, the sheer volume and diversity of
opinions can be overwhelming and time-consuming to
sift through. Additionally, the authenticity of these re-
views is frequently compromised by the proliferation
of manipulated or fake reviews aimed at enhancing
seller reputations artificially.

In response, Amazon has implemented large lan-
guage models to summarize these reviews, aiming to
distill the overall sentiment into a concise, digestible
format. This summarization attempts to balance the
positives and negatives mentioned in customer feed-
back, providing a structured snapshot of user expe-
riences. However, the effectiveness and accuracy of
these summaries in reflecting the true content of exten-
sive user reviews remains an area ripe for exploration.

Our research aims to bridge these two
facets—review transparency and summarization
efficacy—by evaluating how well models like bart-
large-cnn and FLAN-T5 perform in summarizing
Amazon reviews accurately and reflectively. By
looking at the performance of these models and
comparing the results with the existing sources of
information, we seek to understand their potential
to enhance transparency in e-commerce settings,
ensuring that consumers receive a true representation
of product sentiments as they navigate the complex
online marketplace.

1.1 Purpose
The purpose of this research is to critically evaluate
the efficacy of advanced natural language processing
(NLP) models, such as bart-large-cnn and FLAN-T5,
in summarizing product reviews on Amazon. Our study
aims to address several pervasive issues in e-commerce
that compromise consumer decision-making: the over-
whelming volume and diversity of product reviews, the
prevalence of fake reviews, and inherent biases in con-
sumer feedback. These factors contribute to a lack of
transparency in online product presentation, with Ama-
zon and sellers often having vested interests in promot-
ing sales.

By assessing how well these NLP models summa-
rize user reviews, we seek to determine their ability to
provide a balanced and accurate reflection of the true
content and sentiments expressed by consumers. This
investigation is particularly crucial in understanding



whether these technological solutions can effectively
cut through the noise of mixed reviews, counteract the
effects of fake reviews, and mitigate biases that may
skew consumer perception. Ultimately, our research
intends to contribute to enhancing transparency in e-
commerce platforms, ensuring that consumers have ac-
cess to reliable and concise summaries of product re-
views that aid them in making informed purchasing de-
cisions.

1.2 Existing Work
Several products and tools have been developed to aid
consumers in navigating the vast and often misleading
world of online reviews. Our research draws upon the
foundations set by these existing technologies, exam-
ining their methodologies and shortcomings to better
understand how our work can contribute to this evolv-
ing field.

Amazon AI Review Summarizer: Launched on
August 14, 2023, this feature on Amazon’s website rep-
resents a significant stride in using AI for review sum-
marization. This tool can be found at the top of the
Amazon review section of every product accompanied
by an indication that the content is "AI-generated from
the text of customer reviews." The introduction of this
feature has sparked discussions regarding its reliability
and potential biases. As Amazon benefits financially
from product sales, there is a concern that the AI’s sum-
marization process could be skewed to favor more pos-
itive interpretations, potentially misleading consumers.
(The Verge, 2023).

FakeSpot: This free Chrome extension is designed
to enhance transparency by identifying and filtering out
fake reviews on e-commerce websites. Despite its no-
ble intentions, FakeSpot’s methodology exhibits sig-
nificant flaws that can impact its utility and reliability.
The extension tends to filter out many positive reviews,
which, while often genuine, are treated with suspicion
because products are more susceptible to fake posi-
tive reviews than negative ones. This bias results in
disproportionately negative summaries, which can dis-
tort the perceived quality of a product. Such outcomes
demonstrate the challenges in creating algorithms that
accurately distinguish between genuine and manipu-
lated content without introducing new biases. (Mozilla,
2024)

Reflecting on the existing tools such as Amazon’s AI
Review Summarizer and FakeSpot highlights the ne-
cessity for unbiased and accurate summarization tech-
nologies in e-commerce. These platforms demonstrate
both the potential and the pitfalls of current review
summarization efforts—where commercial biases and
methodological flaws can skew the perceived value of
products.

In contrast, our research employs publicly available
large language models (LLMs) that are not specifically
trained on Amazon review data and are free from com-
mercial biases inherent in platform-developed tools.
By leveraging these external LLMs, our study aims

to critically evaluate the accuracy of Amazon’s AI-
generated summaries and to establish a benchmark for
transparency and impartiality in review summarization.
This approach not only challenges the effectiveness of
existing commercial summarization tools but also con-
tributes to the broader discourse on the reliability and
ethics of AI applications in consumer markets.

2 Approach

For our research we looked specifically at the Home
and Kitchen section of Amazon using a publicly avail-
able Amazon dataset (Yupeng Hou, 2023). We sampled
200 random products and extracted the product title,
product description, overall star rating and the list of
the 50 most recent product reviews. We also scraped
amazon’s website to obtain the product’s AI generated
review summary that Amazon integrated in the review
section.

2.1 Models

Bart-large-cnn: The bart-large-cnn model is an adap-
tation of the BART (Bidirectional and Auto-Regressive
Transformers) model which was released by Facebook
back in 2019, which itself is a blend of bidirectional
and autoregressive transformers. This particular vari-
ant has been fine-tuned using CNN-based architectures,
specifically designed to enhance its capabilities in text
summarization tasks. The model leverages a diverse
set of text data, typically sourced from large datasets
commonly used in NLP for summarization tasks, like
CNN/Daily Mail for news article summarization. This
model is relatively large, consisting of numerous trans-
former layers that enable it to capture complex tex-
tual relations and generate coherent summaries. It was
trained on extensive datasets, often comprising mil-
lions of documents, to effectively learn summarization
(Lewis et al., 2019).

flan-t5: flan-t5 stands for "Fine-tuned Language Net
using T5 architecture," which extends the capabilities
of the original T5 model, released by Google in 2020.
T5, or "Text-to-Text Transfer Transformer," was de-
signed to treat every NLP task as a text-to-text prob-
lem. flan-t5 advances this approach through instruction
tuning to enhance performance on specific tasks like
summarization. This model is trained on a vast array
of text sources, employing datasets that are both broad
and domain-specific, ensuring versatility across vari-
ous NLP tasks. flan-t5 is an exceptionally large model,
boasting millions to billions of parameters, allowing it
to manage and synthesize extensive and diverse data ef-
fectively. The extensive training corpus includes a wide
spectrum of internet text, often scaling to terabytes of
data, which equips flan-t5 with the ability to generate
precise and contextually accurate summaries (Chung
et al., 2022).



Product Category Review Samples bart-large-cnn flan-t5
Positive Product “This pot is the go

to pot for almost ev-
erything. It cooks
evenly and is easy
to clean. I will be
buying other sizes.”
“Heavy duty. Does
not feel like cheap
junk. Not as easy to
clean as teflon but it
also won’t make you
sick.”
“Well made, looks
great, perfect size to
cook small meals.”
“Very sturdy and
well made. It works
so much better than
the single ply pot I
replaced.”

The pot looks great
and the lid has a nice
mirror shine. Cuisi-
nart is a known brand
with a lifetime war-
ranty that you know
will be around to
honor it. The pot
makes perfect gravy,
it is perfect for clean-
ing, and the size is
great for small meals.
For $30, I feel I
got about 95% of the
utility for like 20%.

Great quality, great
price. I’m a fan of
the 3-ply pans.Great
for reheating food on
the stove.

Negative Product “Simple awful. The
pot coating peeled
after several uses.
I used Teflon or
wooden utensils
so shouldn’t have
happened. Did not
last any time. Very
dissatisfied”
“I really like this
pot.”
“This is an example
of absolute garbage.
I cleaned the pot
upon receipt and be-
fore I could even
use, it has rust every-
where.”
“Love the size for
small meals.”
“Well it has already
started rusting on
the basket handle. It
boils over making a
mess, kept bailing
water out of it but
kept still boiling
over. I am bummed”

The strainer DOES
NOT maintain a
center of gravity -
it keeps tilting to
one side - (ergo)
pasta falls under
the strainer. The
metal pieces that
hold the straining
basket are rusted,
this pan is not worth
the price! i used this
pot maybe 3 times....
The outside handle
is cracked and the
drainer is starting to
rust...i paid $40.00
for this pot and only
used it like 3 times

Not so great the bas-
ket tips and is hard to
get ahold of

Table 1: Comparison of Review samples and their bart-large-cnn review and flan-t5 review.



Figure 1: Pipeline

2.2 Summary Results

We looked at our results by categorizing the
dataset we extracted into two different categories.

Product Category Star Rating
Positively Reviewed Product 4.0 - 5.0
Negatively Reviewed Product < 4.0

Table 2: Dataset Categorization and Labeling

3 Evaluation

To analyze the results of the model summarizations,
we focus our evaluation based on two metrics: word
similarity and sentiment. The word similarity provides
a more concrete guideline of how similar each com-
ponent is to each other. However, we also assess the
sentiments in order to get a value that assesses the re-
views in a more abstract manner. The sentiment of the
product description, Amazon AI generated review sum-
mary, bart-large-cnn generated review summary, flan-
t5 generated review summary and the average senti-
ment of the extracted reviews provides an assessment
of the correlation in overall sentiments between the dif-
ferent sources of information. These contribute to the
assessment of how faithful and transparent Amazon’s
product descriptions and AI generated reviews are.
We examine the sentiments of each component us-
ing NLTK’s sentiment analysis score, measuring the
overall sentiment of the reviews, the description and
the summaries. Text similarity metrics like ROUGE-
1 is then used to measure the unigram word simi-
larity between the bart-large-cnn summaries and the
product descriptions, the bart-large-cnn summaries and
the Amazon AI generated summaries, the flan-t5 sum-
maries and the product descriptions, and the flan-t5
summaries and Amazon AI generated summaries.

Table 3: NLTK Pipeline

Table 4: ROUGE Pipeline

3.1 Result Analysis
After using NLTK’s sentiment analysis and ROUGE
to evaluate the different components of our research,
we were able to get more insight on the summaries
generated with bart-large-cnn and flan-t5. Looking at
the summaries created by bart-large-cnn, when com-
pared to both the product description and the Amazon



Category Positive Product
Negative Product
Amazon AI Summary 0.9607
0.9403
Product Description 0.7506
0.7717
Unprocessed Reviews 0.9206
0.1774 bart-large-cnn 0.9753
-0.52
flan-t5 0.8885
-0.1508

Table 5: Sentiment score results

Category Positive Product
Negative Product
Bart-large-cnn vs Amazon AI Summary 0.2735
0.2362
Bart-large-cnn vs Product Description 0.1403
0.2875
Flan-t5 vs Amazon AI Summary 0.1333
0.1449
Flan-t5 vs Product Description 0.0833
0.098

Table 6: ROUGE-1 similarity score results

AI summary, the ROUGE-1 scores were much higher
than the scores when compared to the summaries cre-
ated by flan-t5 by 50-100%. The greater unigram word
overlap can be attributed to the on average longer sum-
maries that bart-large-cnn generates compared to the
flan-t5 summaries, naturally incorporating more key
words in the generated summaries. Bart-large-cnn is
a model geared more towards understanding text in a
greater context and specifically trained to generate text
and perform well with text summarization tasks there-
fore producing summaries with unigram overlap scores
of 0.14 - 0.3 whereas flan-t5 produced summaries with
unigram overlap scores of 0.08 - 0.14. Flan-t5 was bet-
ter at capturing the overall sentiment of the product re-
views without any instruction but based on its large size
and versatility, the model could output a more elabo-
rate summary with further instruction and fine-tuning.
The sentiment scores otherwise matched our hypothe-
sis at the beginning of our research, with the product
descriptions on average having higher scores, usually
greater than 0.7, regardless of the actual sentiment of
the product reflected in the reviews. The Amazon AI
generated review also had higher scores compared to
the summaries generated by bart-large-cnn and flan-t5,
suggesting a slight positive bias. Overall our findings
reveal a lack of transparency within the product de-
scriptions, a slight positive bias in Amazon’s AI gen-
erated reviews and support the use of models like bart-
large-cnn and flan-t5 to help improve efficiency and
transparency in the online marketplace.

4 Limitation and Qualitative Analysis

Considering the size of the Amazon marketplace and
the model’s input limitations, our research only sam-
pled from a small section of products and reviews fo-
cused on not only one specific category but the most
recent time period. We are also wary of the fact that
our project focused on using the most recent 50 reviews
for each product, something that could cause bias in the
results if these were all part of mass generated fake re-
views, or if the quality of the product during this time
period had any irregular shifts. The use of these models
to summarize thousands of reviews with a wide array
of opinions also leads to the question of how it chooses
only certain individuals’ experiences to mention in the
final generated summary and how it knows which ones
are actually relevant. Our analysis revealed that higher
ROUGE scores between the generated summaries of
reviews and the product descriptions were primarily
observed when negative reviews were involved. This is
because negative reviews tend to be more detailed, of-
ten elaborating on specific aspects of a product. Such
detailed discussions increase the overlap in content be-
tween the reviews and the product descriptions, which
in turn boosts the ROUGE scores. This pattern was par-
ticularly evident when comparing summaries generated
by bart-large-cnn and flan-t5 models with the original
product descriptions. Despite the positive sentiment
generally found in product descriptions and the con-
trasting negative sentiment in the reviews, the increased
detail in negative feedback contributed to a higher un-



igram similarity. This suggests that the content-rich
nature of negative reviews enhances their verbal align-
ment with product descriptions, leading to unexpect-
edly high ROUGE-1 scores. This often involves men-
tioning specific aspects of a product that are also high-
lighted in its description. This result suggests that mod-
els like bart-large-cnn and flan-t5 may have uninten-
tionally generated summaries that are more negative as
the negative reviews are often more elaborate and de-
scriptive.

4.1 Next Steps

To enhance the scope and depth of our research, we
outline several key advancements for the subsequent
phase: Diversify the Models: We aim to expand our
analytical framework by incorporating a broader range
of models. This expansion will include not only differ-
ent architectures but also more advanced models ca-
pable of handling larger datasets. Utilize Advanced
Large-Scale Models: We plan to employ larger-scale
models such as LLAMA, which are better suited for
summarizing extensive collections of reviews. This
approach will allow us to use a larger number of re-
views in our summarization tasks. Broaden the Data
Source: To mitigate bias introduced by focusing solely
on a single marketplace, we intend to extend our dataset
to include reviews from various sections of Amazon
and other digital marketplaces. This diversification
will provide a more balanced view of consumer sen-
timent across different platforms. Widen the Range
of Summarization Tasks: Our evaluation of how these
models perform on summarization tasks would expand
between reviews summarization. Their performance
would be tested on a variety of summarization tasks to
assess their versatility and efficiency in different con-
texts. Enhance Evaluation Metrics: To systematically
assess model effectiveness, we will develop a more ro-
bust evaluation framework. This framework will in-
clude advanced metrics that go beyond ROUGE and
NLTK scores, aiming to capture relevance, coherence,
and factual accuracy of the summaries. By implement-
ing these steps, we aim to significantly advance our
understanding of natural language processing applica-
tions and enrich the quality of automated summariza-
tion in practical settings.

5 Related Work

Study One: Benchmarking LLMs on the Semantic
Overlap Summarization Task: This study explores
how large language models (LLMs) perform in sum-
marizing overlapping information from multiple docu-
ments, specifically focusing on the Semantic Overlap
Summarization (SOS) task. The research utilizes the
TELeR taxonomy to design diverse prompts to test the
models’ ability to capture the common themes in alter-
native narratives. The methodology and findings of this
study provide insights into how LLMs handle complex,
summarization tasks, which is analogous to summariz-

ing diverse consumer reviews on platforms like Ama-
zon (Salvador et al., 2024).
Study Two: LLMs in e-commerce: A Compara-
tive Analysis of GPT and LLaMA Models in Prod-
uct Review Evaluation: This study conducts a com-
parative analysis of two advanced LLMs, GPT-3.5 and
LLaMA-2, to assess their effectiveness in understand-
ing and analyzing sentiment within e-commerce prod-
uct reviews. By evaluating these models on sentiment
analysis tasks and comparing their effectiveness before
and after specific fine-tuning, the study sheds light on
the potential of LLMs to enhance customer satisfac-
tion insights in e-commerce. This study showcases the
practical applications of LLMs in interpreting complex
consumer feedback and sentiment(Roumeliotis et al.,
2024)
Study Three: Beyond Fake or Genuine – The Effect
of Large Language Models (LLMs) on the Content
and Sentiment of Product Reviews: This research in-
vestigates the impact of LLMs like ChatGPT on the
creation and quality of product reviews. It hypothesizes
that LLMs influence the content and sentiment distri-
bution of reviews, promoting a focus on reviews with
moderate ratings and richer informational content. This
study’s approach to evaluating the impact of LLMs on
the generation and perception of product reviews and
examines the broader implications of LLM-generated
content in e-commerce environments and the impact on
transparency and bias mitigation in consumer reviews.
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