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Structure predictors based on deep neural nets
Looking forward:
Utilizing broad-coverage semantics

• Can we use token and higher level representations to build semantically-aware
  • Text classifiers?
  • Question-answering systems?
  • Language generators?