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One key to understanding LLMs

is through their outputs, or

through language generation

e
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| ecture Outline

® Basics of Language Generation
® Decoding Algorithms
® Evaluating Generation

® Metrics

® Downstream Applications
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Basics of Language
Generation
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Natural Language Generation
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Natural Language Generation

® Natural language understanding and natural language generation are
two sides of the same coin
® |n order to generate good language, you need to understand
language

® |f you understand language, you should be able to generate it (with

some effort)
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Natural Language Generation

® Natural language understanding and natural language generation are
two sides of the same coin
® |n order to generate good language, you need to understand
language

® |f you understand language, you should be able to generate it (with

some effort)
® NLG is the workhorse of many classic and novel applications
® Al Assistants
® Translators
® Search summarizers
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NLG Use Cases
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NLG Use Cases

Simple and Effective Multi-Paragraph Reading Comprehension
Christopher Clark, Matt Gardner - Computer Science - ACL - 29 October 2017

TLDR We propose a state-of-the-art pipelined method for training neural paragraph-level question answering models on S u m m a r| Za 'tl O n
document QA data. Expand

b6 236 PDI B View PDFonarXiv W Save A Alert &6k Cite 8 Research Feed —
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More Interesting NLG Uses
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More Interesting NLG Uses

Creative Stories

® Dbig bird's birthday celebration

Story ® cookie monster eats

Outline ﬂ e roller skating rink
[C] e big birthday cake

Plot dynamics

P! = paragraph i

Outline-conditioned Story Generation

It is Big Bird's birthday, and he goes to the roller
skating rink with his friends.

Back at Sesame Street, Maria and Susan take out the big
birthday cake and leave it on a table.

Cookie Monster sees the cake, but instead of eating it
and spoiling the party, he eats a chair and other things all
over Sesame Street.

Big Bird and the other skaters return to Sesame Street
and are shocked at what Cookie Monster ate, though the
cake is safe.

Gina and Count Von Count presents the cake to
It has 548 candles even though is 6 years old.

At the end, when Gina announces the sponsors, Cookie
Monster eats them along with his cake.

Rashkin et al., 2020

W
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More Interesting NLG Uses

Creative Stories Data-to-text
 ——————————— ——

- pa—— - - : Table Title: Robert Craig (American football)
® blg bird's blrthday celebration Section Title: National Football League statistics

Story

k, : Table Description:None
outr B ® Cookie monster eats : RUSHING RECEIVING
H ; : YEAR TEAM ATT YDS AVG LNG ™™D NO. YDS AVG LNG ™
. ine E ¢ roller Skatlng rlnk 1983 SF 176 725 4.1 71 8 48 427 8.9 23 4
: m Y blg blrthday Cake : 1984 SF 155 649 42 28 “+ 71 675 9.5 64 3
oo 1000000000 0008000080000000000880000000000008000000000000000000000000000000s000n00En0S . 1985 SF 214 1050 49 62 9 92 1016 11 73 6
1986 SF 204 830 4.1 25 7 81 624 7.7 48 0
. 1987 SF 215 815 3.8 25 3 66 492 1.5 35 1
PIOt dynamlcs i . 1988 SF 310 1502 48 46 9 76 534 7.0 22 1
P' = paragraph i 1989 SF 271 | 1054 | 3.9 27 6 49 | 413 9.7 4 1
1990 SF 141 439 3.1 26 1 25 201 8.0 31 0
Outline-conditioned Story Generation 9N RAI | 162 | 5% | 36 [ 15 [ 1 [ 17 ] 136 [ 80 | 20 0
1992 MIN 105 416 4.0 21 -+ 22 164 1.5 22 0
1993 MIN 38 119 3.1 11 1 19 169 8.9 31 1
It is Big Bird's birthday, and he goes to the roller Totals | - [ 1991 8189 | 41 [ 71 [ 56 | 566 4oui| 87 [ 73 17
skating rink with his friends.
Back at Sesame Street, Maria and Susan take out the big
birthday cake and leave it on a table.
Cookie Monster sees the cake, but instead of eating it
and spoiling the party, he eats a chair and other things all
over Sesame Street.
Big Bird and the other skaters return to Sesame Street
and are shocked at what Cookie Monster ate, though the
cake is safe. . .« ® .
Gina and Count Von Count presents the cake to . Cra 'g fl nis hEd h IS EIEVE n N FL Seasons
It has 548 candles even though is 6 years old. Wlth 8’ 189 rUSh ing ya rdS a nd 566
At the end, when Gina announces the sponsors, Cookie . L.
Monster eats them along with his cake. receptions for 4 ,911 receivin gya rds.

Rashkin et al., 2020 Parikh et al., 2020

W m
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More Interesting NLG Uses

Creative Stories Data-to-text Visual Descriptions
S —————— S ———— S —————

Table Title: Robert Craig (American football)

. ® b|g bird's b|rthday celebration Section Title: National Football League statistics
. . Table Description:None
Sto.ry 3 e cookie monster eats 5 p—— p—
H ; : YEAR TEAM ATT YDS AVG LNG ™™D NO. YDS AVG LNG ™
/ ou:tllne E . roller Skatmg rlnk 1983 SF 176 725 4.1 71 8 48 427 8.9 23 4
T [ o bigbitndaycake z L o I B I A B B
1986 SF 204 830 4.1 25 7 81 624 7.7 48 0
. 3. 5 4 1.5 3
Plot dynamics ,. | iog8 | —SF—| 310 | sz | 4% | 46 |9 | 76 | s 70| 2 l
P' = paragraph i 1989 SF 271 | 1054 | 3.9 27 6 49 | 413 9.7 4 1
1990 SF 141 439 3.1 26 1 25 201 8.0 31 0
Outline-conditioned Story Generation 9N RAI | 162 | 5% | 36 [ 15 [ 1 [ 17 ] 136 [ 80 | 20 0
1992 MIN 105 416 4.0 21 -+ 22 164 1.5 22 0
1993 MIN 38 119 3.1 11 1 19 169 8.9 31 1
It is Big Bird's birthday, and he goes to the roller Totals | - [ 1991 8189 | 41 [ 71 [ 56 | S66  4omi| 87 | 7 17
skating rink with his friends.
Back at Sesame Street, Maria and Susan take out the big
birthday cake and leave it on a table.
Cookie Monster sees the cake, but instead of eating it
and spoiling the party, he eats a chair and other things all
over Sesame Street.
Big Bird and the other skaters return to Sesame Street
and are shocked at what Cookie Monster ate, though the -
cake is safe. . - . : i : .
. Crai fl nIShEd h IS eleven NFL seasons Two children are sitting at a table in a restaurant. The children are one
Gina and Count Von Count presents the ‘fake o ' . g ) little girl and one little boy. The little girl is eating a pink frosted donut
It has 548 candles even though s 6 years °'d_' with 8, 189 rushi Ng ya rds and 566 with white icing lines on top of it. The girl has blonde hair and is wearing
':n*t thetend, V‘t’hig G'”al annoqg:x;g the:ponsors, Cookie ti for 4.911 . . d a green jacket with a black long sleeve shirt underneath. The little boy is
onster eats them along with his calke. recep 10NS 10T 4, recelvmg yar S. wearing a black zip up jacket and is holding his finger to his lip but is not

eating. A metal napkin dispenser is in between them at the table. The
wall next to them is white brick. Two adults are on the other side of the
short white brick wall. The room has white circular lights on the ceiling
and a large window in the front of the restaurant. It is daylight outside.

Rashkin et al., 2020 Parikh et al., 2020

m m

Krause et al., 2017
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Broad Spectrum of NLG Tasks

Less Open-Ended More Open-Ended

Open-ended generation: the output distribution still has high freedom.

Non-open-ended generation: the input mostly determines the output generation.

10
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Broad Spectrum of NLG Tasks

Less Open-Ended More Open-Ended
e

Machine
Translation

Open-ended generation: the output distribution still has high freedom.

Non-open-ended generation: the input mostly determines the output generation.

10
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Broad Spectrum of NLG Tasks

Less Open-Ended More Open-Ended
e

Machine Summarization

Translation

Open-ended generation: the output distribution still has high freedom.

Non-open-ended generation: the input mostly determines the output generation.

10



CSCI 544 | Understanding LLMs through Language Generation | Apr 4 Swabha Swayamdipta

Broad Spectrum of NLG Tasks

Less Open-Ended More Open-Ended
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Machine SummTZation Task-driven
Translation Dialog
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Broad Spectrum of NLG Tasks

Less Open-Ended More Open-Ended
- ———-w-- —-- — —_—
Machine Task-driven Chitchat

Summarization | |
Translation Dialog Dialog

Open-ended generation: the output distribution still has high freedom.

Non-open-ended generation: the input mostly determines the output generation.

10
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Broad Spectrum of NLG Tasks
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Broad Spectrum of NLG Tasks

Less Open-Ended More Open-Ended
“-— ———- —
Machine Summ T zation Task-driven Chitchat Story

Translation Dialog Dialog Generation
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Broad Spectrum of NLG Tasks

Less Open-Ended More Open-Ended
“-— ———- —
Machine SummIZation Task-driven Chitchat Story

Translation Dialog Dialog Generation

——= Encoder-
>EQ Decoders
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Broad Spectrum of NLG Tasks

Less Open-Ended More Open-Ended
“-— ———- —
Machine SummIZation Task-driven Chitchat Story

Translation Dialog Dialog Generation

W
Encoder- L2221 Decoders
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Language Generation

In autoregressive text generation models, at each time step ¢, the model f ( - ) takes in a
sequence of tokens as input and outputs a new token, $ based on scores S = f,(y_) € R,

where V' is the vocabulary

12
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Language Generation

In autoregressive text generation models, at each time step ¢, the model f ( - ) takes in a
sequence of tokens as input and outputs a new token, $ based on scores S = f,(y_) € R,

where V' is the vocabulary
exp(s,,)

Pwly.) = Softmax

Zvev CXP (S V) | —

12



CSCI 544 | Understanding LLMs through Language Generation | Apr 4 Swabha Swayamdipta

Language Generation

In autoregressive text generation models, at each time step ¢, the model f ( - ) takes in a
sequence of tokens as input and outputs a new token, $ based on scores S = f,(y_) € R,

where V' is the vocabulary

exp(s,,)
P(w ‘)’<t) — Z exp(S) Softmax
veV POy, S
Py 9 5 Y Do
Text Generation Model
y_1 = <s> Yo Vi1 | ﬁ)Af t )A; t+1

____________

______

12
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Language Generation: Training

® Trained one token at a time to maximize the probability of the next token y* given preceding

words y*

13
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Language Generation: Training

® Trained one token at a time to maximize the probability of the next token y* given preceding

words y*
eXp(Syi“ Iyi%)

veV CXP (SV|Yi<t)

T T
Z =— ) logP(y¥|y%) = — ) log 5
=1 =1

13
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Language Generation: Training

® Trained one token at a time to maximize the probability of the next token y* given preceding

words y*
eXp(Syi“ Iyi%)

veV CXP (SV|Yi<t)

T T
Z =— ) logP(y¥|y%) = — ) log 5
=1 =1

® Classification task at each time step trying to maximize the probability of the actual word
y* in the training data

13
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Language Generation: Training

® Trained one token at a time to maximize the probability of the next token y* given preceding

words y*
eXp(Syi“ Iyi%)

veV CXP (SV|Yi<t)

T T
Z =— ) logP(y¥|y%) = — ) log 5
=1 =1

® Classification task at each time step trying to maximize the probability of the actual word

y* in the training data
® “Teacher forcing” (reset at each time step to the ground truth)

13
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Language Generation: Training

® Trained one token at a time to maximize the probability of the next token y* given preceding

words y*
eXp(Sy;“ Iyi%)

veV CXP (SV|Yi<t)

T T
Z =— ) logP(y¥|y%) = — ) log 5
=1 =1

® Classification task at each time step trying to maximize the probability of the actual word

y* in the training data
® “Teacher forcing” (reset at each time step to the ground truth)

Yo Y1 Vi }A’t+1 }A’t+2

Text Generation Model

k
13 y* = <s> Yo Y i Vit
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| anguage Generation: Inference

® At inference time, our decoding algorithm defines a function to select a token from this
distribution: Inference / Decoding Algorithm

y, = 8P, | yp))

14
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| anguage Generation: Inference

® At inference time, our decoding algorithm defines a function to select a token from this
distribution: Inference / Decoding Algorithm

y, = 8P, | yp))

® The “obvious” decoding algorithm is to greedily choose the highest probability next
token according to the model at each time step

14
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| anguage Generation: Inference

® At inference time, our decoding algorithm defines a function to select a token from this
distribution: Inference / Decoding Algorithm

y, = 8P, | yp))

® The “obvious” decoding algorithm is to greedily choose the highest probability next
token according to the model at each time step

g = arg max y, = argmax(P(y, = w|y))
weV

14
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| anguage Generation: Inference

® At inference time, our decoding algorithm defines a function to select a token from this
distribution: Inference / Decoding Algorithm

y, = 8P, | yp))

® The “obvious” decoding algorithm is to greedily choose the highest probability next
token according to the model at each time step

g = arg max y, = argmax(P(y, = w|y.))
weV

® Two broad categories: maximization vs. sampling
14
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| ecture Outline

® Basics of Language Generation

® Decoding Algorithms
® Classic Maximization Algorithms
® Modern Sampling Algorithms

® Evaluating Generation
® Metrics

® Downstream Applications

15
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Classic (Maximization) Inference:
Greedy and Beam Search




Greedy Decoding

j\/t = daIg maX(P(yt — W‘y<t))

wevV

17
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Greedy Decoding

® Greedy Strategy: Take arg max on each step of the decoder to produce the most
probable word on each step

y, = argmax(P(y, =w|y_,))

wevV
5\’0 ------ 5’1 j}t j\’;+1 j}t+2
Text Generation Model ,
y_1 = <s8> o V1 'ﬁ)’t Yi+1

____________

A 3
.
. .
17 ------
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Greedy Decoding

® Greedy Strategy: Take arg max on each step of the decoder to produce the most
probable word on each step

® No looking ahead, make the hastiest decision given all the information so far

y, = argmax(P(y, =w|y_,))

wevV
5\’0 ------ 5’1 j}t j\’;+1 j}t+2
Text Generation Model ,
y_1 = <s8> o V1 'ﬁ)’t Yi+1

____________

A 3
.
. .
17 ------
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Greedy Decoding : Issues

y, = argmax(P(y, = w|y,))

weV
Yo Y1 Y Vit Yito
‘Text Generation Model
Y_1= <s> 5\70 %_1 ' ﬁy t ); +1

18
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Greedy Decoding : Issues

® Greedy decoding has no wiggle room for errors!
® c.g. Machine Translation Input: The green witch arrived — Spanish
® Output: llego
® Qutput: llego la
® Qutput: llego la verde

y, = argmax(P(y, = w|y,))

wevV
Yoo ¥ Ve Vit Yit2
‘Text Generation Model
y_1 = <8> 9o V1 :AYt Yi+1

____________

A3
A
S~ .
18 e
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Greedy Decoding : Issues

® Greedy decoding has no wiggle room for errors!
® c.g. Machine Translation Input: The green witch arrived — Spanish
® Output: llego
® Qutput: llego la
® Qutput: llego la verde

y, = argmax(P(y, = w|y,))

, , wevV
. HOW tO -I:IX thIS? 5\70" ..... . 5\71 j\/ S "\\ j\;"‘-l"\“\\ 5\7 ,
t I+ I+
® Need a lookahead ‘- ‘-
strategy / longer-term ii;l'ext Generation Mé)del
planning
y_1 = <8> o V1 :Aj}l‘ Virl

____________

A3
A
S~ .
18 e
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Exhaustive Search Decoding

® Other extreme - all possible lookahead options

® |deally, we want to find a (length 7) translation y that maximizes
P(y|z) = P(y1|z) P(y2|y1, z) P(ysly1, y2, @) - .., P(yrly1, ..., yr—1,2)

T
— HP(yt‘yla R 73/t—175’3)
t=1

19
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Exhaustive Search Decoding

® Other extreme - all possible lookahead options

® |deally, we want to find a (length T) translation y that maximizes
P(y|z) = P(y1|z) P(y2|y1, z) P(ysly1, y2, @) - .., P(yrly1, ..., yr—1,2)

T
— HP(yt‘yla R 73/t—1737)
t=1

® \\e could try computing all possible sequences y

19



CSCI 544 | Understanding LLMs through Language Generation | Apr 4 Swabha Swayamdipta

Exhaustive Search Decoding

® Other extreme - all possible lookahead options

® |deally, we want to find a (length T) translation y that maximizes
P(y|z) = P(y1|z) P(y2|y1, z) P(ysly1, y2, @) - .., P(yrly1, ..., yr—1,2)

T
— HP(yt‘yla R 73/t—1737)
t=1

® \\e could try computing all possible sequences y
® This means that on each step t of the decoder, we could track V’ possible partial

translations, where V is the vocab size

19
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Exhaustive Search Decoding

® Other extreme - all possible lookahead options

® |deally, we want to find a (length T) translation y that maximizes
P(y|z) = P(y1|z) P(y2|y1, z) P(ysly1, y2, @) - .., P(yrly1, ..., yr—1,2)

T
— HP(yt‘yla R 73/t—1737)
t=1

® \\e could try computing all possible sequences y
® This means that on each step t of the decoder, we could track V’ possible partial
translations, where V is the vocab size

® This O(VT)comp\exity is far too expensive!

19
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Exhaustive Search Decoding

® Other extreme - all possible lookahead options

® |deally, we want to find a (length 7) translation y that maximizes
P(y|z) = P(y1|z) P(y2ly1,z) P(y3ly1,y2,2) ..., P(yr|y1,- - -, y7-1,2)

T
— HP(yt‘yla SR 7yt—17x)
t=1

® \\e could try computing all possible sequences y
® This means that on each step t of the decoder, we could track V’ possible partial
translations, where V is the vocab size

® This O(VT)comp\exity is far too expensive!

Possible solution in between greedy and exhaustive search?
19 —————
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Beam Search Decoding

20
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Beam Search Decoding

® Core idea: On each step ot decoder, keep track ot the k most probable partial
translations (which we call hypotheses)

® [ is the beam size (in practice around 5 to 10, in NMT)

20
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Beam Search Decoding

® Core idea: On each step ot decoder, keep track ot the k most probable partial
translations (which we call hypotheses)

® [ is the beam size (in practice around 5 to 10, in NMT)
® A hypothesis has a score which is its log probability:

t
SCOI‘G(yl, s 7yt) — lOg PLM(ylv R 7yt|x) — ZlOgPLM(yZ‘yh ..o 7yi—17x)
1=1
® Scores are all negative, and higher score is better

® \We search for high-scoring hypotheses, tracking top k on each step

20
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Beam Search Decoding

® Core idea: On each step ot decoder, keep track ot the k most probable partial
translations (which we call hypotheses)

® [ is the beam size (in practice around 5 to 10, in NMT)

® A hypothesis has a score which is its log probability:
t
SCOI‘G(yl, S 7yt) — lOg PLM(yh LR 7yt|x) — ZlOgPLM(yZ‘yh S 7yi—17x)
1=1

® Scores are all negative, and higher score is better

® \We search for high-scoring hypotheses, tracking top k on each step
® Beam search is not guaranteed to find optimal solution

® But much more efficient than exhaustive search!

20
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Beam Searc:h Decodmg Fxample

Beam size = k = 2. Blue numbers = SCOre(yl, ey Yt) Zlog Piv(vily, ..., vi—1, @)
1=1

<START>

Calculate prob
dist of next word

21 Se credit: Chris Manning
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Beam Searc:h Decodmg Fxample

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vily, ..., vi—1, @)
1=1

-0.7 =log P, (he|<START>)
he

/

<START>

N\

[

-0.9 = log P, (/| <START>)

Take top k words
and compute scores

22 —iee .~ .22 Chris Manning

e esumtumuetl
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Beam Searc:h Decodmg Fxample

Beam size = k = 2. Blue numbers = Score(yl, e, Yt)

23

-1.7 =log P,y (hit| <START> he) + -0.7

= log P u(struck|<START> he) + -0.7

= log P \(was|<START>I) + -0.9

-0.7 hit
he <
/ struck
<START>
\ was
/ <
ot
-0.9 g

=log P ulgot|<START> 1) +-0.9

For each of the k hypotheses, find
top k next words and calculate scores

Zlog Prv (yilys, - -

1=1

Swabha Swayamdipta

. 7yi—17x)

Slide credit: Chris Manning
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Beam Searc:h Decodmg Fxample

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vily, ..., vi—1, @)

2.—1

-1.7

-0.7 hit
he <
/' struck
-2.9
<START>
\ -1.6
was
I <

got

-1.8

-0.9

Of these k% hypotheses,

just keep k with highest scores . e .
24 Slide credit: Chris Manning
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Beam Searc:h Decodlng Fxample

Beam size = k = 2. Blue numbers = Score(yl, - 7yt Z 10g PLM(yz‘yly vy Yi—1, CC)

-2.8 = log P\ (a|<START> he hit) + -1.7

-1.7 a
‘0.7 hit <
he < me
/ struck 2.5 = log P,y,(me|<START> he hit) + -1.7
-2.9
<START> -2.9 = |log P \(hit| <START> | was) + -1.6

\ i hit
was <
I < struck
got

-0.9 -3.8 = log P \(struck|<START> | was) + -1.6
-1.8

For each of the k hypotheses, find
25 top k next words and calculate scores je credit: Chris Manning
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Beam Searc:h Decodmg Fxample

| Apr 4

Beam size = k = 2. Blue numbers = Score(yl, ey Yt)

26

-2.8
-1.7 q
0.7 hir <
he ﬂ me
/' struck Hc
-2.9
<START> -2.9
\ e hit
was <
I < struck
09 got 3.8
-1.8

Of these k% hypotheses,
just keep k with highest scores

ZIOgPLM(?M?Jl,--

1=1

Swabha Swayamdipta

. 7y73—17w)

Slide credit: Chris Manning

w-—-w
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Beam Searc:h Decodmg Fxample

Beam size = k = 2. Blue numbers = Score(yl, ey Yt)

27

-4.0
tart
2.8 :
_ pie
1.7 a
-0.7 hit < -3.4
he < me -3.3
/ struck Hc with
-2.9
<START> -2.9 on
\ 16 hit -3.5
was <
I < struck
09 got 3.8
-1.8

For each of the k hypotheses, find
top k next words and calculate scores

ZIOgPLM(?M?Jl,--

n—1

Swabha Swayamdipta

. 7y73—17w)

Slide credit: Chris Manning
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Beam Searc:h Decodmg Fxample

Beam size = k = 2. Blue numbers = Score(yl, ey Yt) Zlog Piv(vily, ..., vi—1, @)

1=1
-4.0

tart
2.8 _
1.7 ple

a
-0.7 hit < -3.4
he < me

P -3.3

/ struc o E ith

-2.9
<START> -2.9 on

\ 16 hit -3.5

was <
I < struck
09 got 3.8

-1.8

Of these k? hypotheses,

just keep k with highest scores
28 Slide credit: Chris Manning
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Beam size = k = 2. Blue numbers = Score(yl, ey Yt)

29

Beam Searc:h Decodmg Fxample

| Apr 4

1=1
-4.0 -4.8
tart in
-2.8 _ / :
17 pie with
' a
0.7 v < 3.4 4.5
he < me 3.3 3.7
/ struck Hc with g
-2.9
<START> -2.9 on one
\ 16 hit 3.5 4.3
was <
I < struck
09 got -3.8
-1.8

For each of the k hypotheses, find
top k next words and calculate scores

ZIOgPLM(nyl,---

Swabha Swayamdipta

s Yi—15 CE)

Slide credit: Chris Manning

DRSS sttt
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Beam Searc:h Decodmg Fxample

Beam size = k = 2. Blue numbers = Score(yl, ey Yt)

30

| Apr 4

1=1
-4.0 -4.8
tart in
-2.8 : / :
17 pie with
| a
0.7 v < 3.4 4.5
he < me 3.3 3.7
/ struck Hc with ;
-2.9 :
<START> -2.9 on one
\ e hit 3.5 4.3
was
I < struck
09 got -3.8
-1.8

just keep k with highest scores

Of these k% hypotheses,

ZIOgPLM(?M?Jl,--

Swabha Swayamdipta

. 7y73—17w)

Slide credit: Chris Manning

w-—-w
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Beam size = k = 2. Blue numbers = Score(yl, ey Yt)

31

Beam Searc:h Decodmg Fxample

1=1
-4.0 -4.8
tart in
-2.8 i
17 pie with 4.3
0.7 . ? 3.4 4.5 ple
' hit | |
he < mne -3.3 -3.7 tart
/ struck Hc with ; "y
-2.9 :
<START> -2.9 on one 5.0
\ . hit -3.5 -4.3 pie
was <
I < struck tart
09 got 3.8 5.3
-1.8

For each of the k hypotheses, find
top k next words and calculate scores

Zbg Py (yily, -

Swabha Swayamdipta

. 7yi—17x)

Slide credit: Chris Manning

DRSS sttt
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Beam size = k = 2. Blue numbers = Score(yl, ey Yt)

32

Beam Searc:h Decodmg Fxample

1=1
4.0 -4.8
tart in
-2.8 i
17 Z pie with 4.3
-0.7 . a 3.4 45 pie
' hit ‘ ‘
he < me -3.3 -3.7 tart
/ struck -2.5 with a 4.6
-2.9 :
<START> -2.9 on one 50
\ . hit -3.5 -4.3 pie
- <
/ < struck tart
09 got 3.8 5.3
-1.8

This is the top-scoring hypothesis!

ZIOg Py (yily, -

Swabha Swayamdipta

. 7y73—17x)

Slide credit: Chris Manning
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Beam Searc:h Decodmg Fxample

Beam size = k = 2. Blue numbers = Score(yl, ey Yt)

33

heK

-1.7

-2.8

| Apr 4

/

. a
hit <
: me

ZIOgPLM(yz\?Jl,--

/ struck Hc
| -2.9

| <START> 2.9

\ e hit

- <
I < struck

09 got -3.8

-1.8

1=1
-4.0 -4.8
tart in
pie 4 with A3
3.4 4.5 plie
-3.3 -3./ tart
with i a 4.6
on one 50
3.5 4.3 x pie
tart
-5.3

Backtrack to obtain the full hypothesis

Swabha Swayamdipta

: ,yi—1,$)

Key difterence from
greedy: do not
produce a solution at
every time step.
Instead wait till you
reach a stopping
criterion and then

backtrack
S —————————

Slide credit: Chris Manning
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Beam Search Decoding: Stopping Criterion

34
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Beam Search Decoding: Stopping Criterion

® Greedy Decoding is done until the model produces an </s> token
® [For e.g. <s> he hit me with a pie </s>
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Beam Search Decoding: Stopping Criterion

® Greedy Decoding is done until the model produces an </s> token
® [For e.g. <s> he hit me with a pie </s>
® |[n Beam Search Decoding, different hypotheses may produce </s> tokens at different
time steps
® \When a hypothesis produces </s>, that hypothesis is complete.
® Place it aside and continue exploring other hypotheses via beam search.
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Beam Search Decoding: Stopping Criterion

® Greedy Decoding is done until the model produces an </s> token
® [For e.g. <s> he hit me with a pie </s>
® |[n Beam Search Decoding, different hypotheses may produce </s> tokens at different
time steps
® \When a hypothesis produces </s>, that hypothesis is complete.
® Place it aside and continue exploring other hypotheses via beam search.

® Usually we continue beam search until:
® \We reach time step T (where T is some pre-defined cutoft), or

® \We have at least n completed hypotheses (where n is pre-defined cutoff)

34
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Beam Search Decoding: Parting Thoughts
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Beam Search Decoding: Parting Thoughts

® \\e have our list of completed hypotheses. Now how to select top one?
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Beam Search Decoding: Parting Thoughts

® \\e have our list of completed hypotheses. Now how to select top one?
® Each hypothesis yy, ..., y, on our list has a score

L
score(y1, .-, yt) = log Pm(yn, -, yelz) = ) _log Pum(yilys, - - -, yi-1,7)
1=1

35
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Beam Search Decoding: Parting Thoughts

® \\e have our list of completed hypotheses. Now how to select top one?
® Each hypothesis yy, ..., y, on our list has a score

L
score(y1,...,yt) = log Pom(y1, ..., ytlx) = Zlog Pim(vilyt, - .- Yi-1, )
i=1

® Problem with this: longer hypotheses have lower score

35
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Beam Search Decoding: Parting Thoughts

® \\e have our list of completed hypotheses. Now how to select top one?
® Each hypothesis yy, ..., y, on our list has a score

L
score(yy, - .., yt) = log Pom(ya, - .., yelx) = Y log Pum(uilys, - - -, yi—1, )
g=1

® Problem with this: longer hypotheses have lower score
® Fix: Normalize by length. Use this to select top one insteac

t

1

Z E :108 PLM(yz'\yl, ‘o >yz'—1,fl7)
i=1

35
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Maximization Based Decoding

36
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Maximization Based Decoding

® Fither greedy or beam search
® Beam search can be more effective with large beam width, but also more expensive
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Maximization Based Decoding

® Either greedy or beam search

® Beam search can be more effective with large beam width, but also more expensive
® Another key issue:

Context: [N ashocking finding, scientist discovered a herd
of unicorns living in a remote, previously
unexplored valley, in the Andes Mountains. Even
more surprising to the researchers was the fact
that the unicorns spoke perfect English.

Continuation: The study, published in the Proceedings of the
National Academy of Sciences of the United States of
America (PNAS), was conducted by researchers from the
Universidad Nacional Autonoma de México (UNAM)
and the Universidad Nacional Autonoma de México
(UNAM/Universidad Nacional Auténoma de México/
Universidad Nacional Auténoma de México/
Universidad Nacional Auténoma de México/

Universidad Nacional Auténoma de México...
Holtzmann et al., 2020

36 s e
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Maximization Based Decoding

® Either greedy or beam search

® Beam search can be more effective with large beam width, but also more expensive
® Another key issue:

Context: [N ashocking finding, scientist discovered a herd
of unicorns living in a remote, previously
unexplored valley, in the Andes Mountains. Even
more surprising to the researchers was the fact

: that the unicorns spoke perfect English.
neration can land or
Ge eration ca be b d d Continuation: The study, published in the Proceedings of the

repetitive (a ‘SQ Ca ‘ ‘ed National Academy of Sciences of the United States of
America (PNAS), was conducted by researchers from the
degenerate) Universidad Nacional Auténoma de México (UNAM)
R ———————————————— and the Universidad Nacional Autonoma de México

(UNAM/Universidad Nacional Auténoma de México/
Universidad Nacional Auténoma de México/
Universidad Nacional Auténoma de México/

Universidad Nacional Auténoma de México...
Holtzmann et al., 2020
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Degenerate Outputs

I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired.

Negative Loglikelihood

O000 ==== NNV WL KAk OO0 D000 NNNN
ONAOI00=NAGONNA GRG0 5N S OI0UTN A OO SO0~ S 010000

Mf“hhun! SIS ”LLLHLL

R

Holtzmann et al., 2020
g et

-&- openai @ Istm
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Degenerate Outputs

I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired. I'm tired.

Negative Loglikelihood

MfJ ) I Jaf: l ! ! .I b IILLLLLLL

A

"' il ‘f:r;f*

O000 ==== NNV WL KAk OO0 D000 NNNN
ONAOI00=NAGONNA GRG0 5N S OI0UTN A OO SO0~ S 010000

Holtzmann et al., 2020
B e et

-&- openai @ Istm

Scale doesn’t solve this problem: even a 175 billion parameter LM still repeats

when we decode for the most likely string.
37
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Why does repetition happen?

: '

Timestep

O
oo

Probability
- O
SR o~

O
N

Beam Search

38 a— Human Holtzmann et al., 2020
RSttt
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Why does repetition happen?

® Probability amplification due to maximization based decoding

il '

Timestep

Probability
- O -
SR O~ oo

O
N

Beam Search

38 a— Human Holtzmann et al., 2020
m
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Why does repetition happen?

® Probability amplification due to maximization based decoding
® (Generation fails to match the uncertainty distribution for human written text

1

] '

Timestep

Probability
- - -
BN ) oo

O
N

Beam Search

38 a— Human Holtzmann et al., 2020
S —e
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Why does repetition happen?

® Probability amplification due to maximization based decoding
® (Generation fails to match the uncertainty distribution for human written text

1

!

0.8
=

5 0.6
0

o 0.4
an

0.2

0

0 20 40 60 80 100
Perhaps we should not really be maximizing! Timestep Beam Search

a— Human Holtzmann et al., 2020

38 e e —



CSCI 544 | Understanding LLMs through Language Generation | Apr 4 Swabha Swayamdipta

Solution: Don’t Maximize, Pick a Sample

39
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Solution: Don’t Maximize, Pick a Sample

® Sample a token from the distribution of tokens.
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Solution: Don’t Maximize, Pick a Sample

® Sample a token from the distribution of tokens.
® NOT a random sample, instead a sample from the learned model distribution

— bathroom

He wanted
to go to the
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Solution: Don’t Maximize, Pick a Sample

® Sample a token from the distribution of tokens.
® NOT a random sample, instead a sample from the learned model distribution
® Respects the probabilities, without going just for the maximum probability option
® Or else, you would get something meaningless

— bathroom

He wanted
to go to the
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Solution: Don’t Maximize, Pick a Sample

® Sample a token from the distribution of tokens.
® NOT a random sample, instead a sample from the learned model distribution
® Respects the probabilities, without going just for the maximum probability option
® Or else, you would get something meaningless
® Many good options which are not the maximum probability!

He wanted
to go to the

— bathroom

39
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Modern Generation:
Sampling and Truncation

40
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Pure / Ancestral Sampling

exp(s,,)

 ~ b -~ o
o ) 2:cy EXP(S)

— bathroom

He wanted
to go to the

41
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Pure / Ancestral Sampling

- exp(d,,)
® Sample directly from P, y, ~ P(w) = m
® Access to the entire vev PO,
vocabulary!
— bathroom

He wanted
to go to the

41



CSCI 544 | Understanding LLMs through Language Generation | Apr 4 Swabha Swayamdipta

Pure / Ancestral Sampling

exp(s,,)
® Sample directly from P, y, ~ P(w) = Z—S
® Access to the entire veVéXp( v)
vocabulary!
® \ery dependent on the quality of
P, or the model!
® |t the model distributions are
— bathroom

of low quality, generations will He wanted
be of low quality as well to go to the

41
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Pure / Ancestral Sampling

exp(s,,)
® Sample directly from P, y; ~ Pw) = S expS)
® Access to the entire vey Py
vocabulary!
® \ery dependent on the quality of
P, or the model!
® |f the model distributions are
— bathroom

of low quality, generations will He wanted
be of low quality as well to go to the

® Often results in ill-formed

generations
® No guarantee of fluency

41



Fan et al., ACL 2018; Holtzman et al., ACL 2018
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42



CSCI 544 | Understanding LLMs through Language Generation | Apr 4 Swabha Swayamdipta

® Problem: Ancestral sampling makes every token in the vocabulary
an option

49 Fan et al., ACL 2018; Holtzman et al., ACL 2018
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1.0

> we Vi P(w]“The”) = 0.68

N
' M\

® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even if most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass

Z’wEVtop_K P(’LU‘ “The”, “C&I’”) — 0.99

A
' N

— —
drives is turns stops down a not the small told

P(w CCThe”, “Ca}r”)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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1.0 -

> we Vi P(w]“The”) = 0.68

N
' M\

® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even if most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass
® Many tokens are probably really wrong in the current context. 5., Pw|“The", “car”) = 0.99

Yet, we give them individually a tiny chance to be selected. —
® But because there are many of them, we still give them as a
group a high chance to be selected.
P(w CCThe”, “Ca;r”)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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1.0

> we Vi P(w]“The”) = 0.68

N
' )

® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even if most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass
® Many tokens are probably really wrong in the current context. 5., Pw|“The", “car”) = 0.99

Yet, we give them individually a tiny chance to be selected. —
® But because there are many of them, we still give them as a
group a high chance to be selected. Heavy-tailea

distributions

 — —
drives is turns stops down a not the small told

P(w CCThe”’ Cécar77)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface
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0

Top-K Sampling  « oo

i N

® Problem: Ancestral sampling makes every token in the vocabulary
an option

® Even if most of the probability mass in the distribution is over

a limited set of options, the tail of the distribution could be o+ & & 555 = =% =
P(w|“The”)

very long and in aggregate have considerable mass

® Many tokens are probably really wrong in the current context. 5., Pw|“The", “car”) = 0.99

Yet, we give them individually a tiny chance to be selected. —

® But because there are many of them, we still give them as a
group a high chance to be selected. Heavy-tailea

® Solution: Top-K sampling distributions

® Only sample from the top K tokens in the probability

drives is turns stops down a not the small told

dIStrIbUtlon P<w|CCThe77’ “CELI'”)

Fan et al., ACL 2018; Holtzman et al., ACL 2018 Image Source: Huggingface

e R e e,
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Top-K Sampling: Value of K

® Solution: Top-K sampling
® Only sample from the top K tokens in the probability distribution
® Common values are K = 50

43
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Top-K Sampling: Value of K

® Solution: Top-K sampling
® Only sample from the top K tokens in the probability distribution

He wanted e bathroom
to go to the

® Common values are K = 50
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Top-K Sampling: Value of K

® Solution: Top-K sampling
® Only sample from the top K tokens in the probability distribution

He wanted — bathroom
to go to the

® |ncrease K yields more diverse, but risky outputs

® Common values are K = 50

43



CSCI 544 | Understanding LLMs through Language Generation | Apr 4 Swabha Swayamdipta

Top-K Sampling: Value of K

® Solution: Top-K sampling
® Only sample from the top K tokens in the probability distribution

He wanted — bathroom
to go to the

® |ncrease K yields more diverse, but risky outputs

® Common values are K = 50

® Decrease K yields more safe but generic outputs

43
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Top-K Sampling: Issues

Top-K sampling can cut oft too quickly

Image Source: Holtzmann et al., 2019
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Top-K Sampling: Issues

She said

............................ thought |

0.08

knew I
had I
saw [
did Il

| never

Top-K sampling can cut oft too quickly

Distribution

wanted |
told |
liked [

gOt\ |

" Image Source: Holtzmann et al., 2019
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Top-K Sampling: Issues
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Top-K Sampling: Issues

0.08
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| knew I ¢
had [
saw Il
did Il
said |l
wanted [

[op-K sampling can cut off too quickl o
P PINgG Y Distribution liked N
got I

0.8
hot uee———
warm [l
cooling I
on j§
o heating |

Top-K sampling can also cut off too slowly! | ate the pizza while it was st fresh
cold

Narrow warming
burning

We can do better than having one-size-fits-all: a Distribution cooking

Shesaid , ” | never

fixed K for all contexts
1o Image Source: Holtzmann et al., 2019
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® Problem: The probability distributions we sample from are dynamic
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® Problem: The probability distributions we sample from are dynamic
® \When the distribution P, is flatter, a limited K removes many viable options
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® Solution: Nucleus Sampling / Top-P sampling
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® Solution: Nucleus Sampling / Top-P sampling

® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is
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Modern Decoding: Nucleus Sampling

® Problem: The probability distributions we sample from are dynamic
® \When the distribution P, is flatter, a limited K removes many viable options

® \When the distribution P, is peakier, a high K allows for too many options to have a
chance of being selected

® Solution: Nucleus Sampling / Top-P sampling
® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is
concentrated)
® \aries K depending on the uniformity of P,
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Nucleus (Top-P) Sampling

® Solution: Top-P sampling

® Sample from all tokens in the top P cumulative probability mass (i.e., where mass is concentrated)

® \aries K depending on the uniformity of P,

Ptl()’t =w [{ y}<¢) Ptz(yt =w [{ ¥}<t) P?(yt =w [{ ¥}<¢)

El E—1

Holtzman et al., ICLR 2020
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CO m p a ri n 9 d i'F'F e re n -t %a‘ gg/‘flv171t'85-nJel:’:ti;<;:ybaic?(?from vacation.

Just got back from vacation.
09/10/18 - Just got back from vacation. Just got back from vacation.

[ [
d | 09/09/18 - Just got back from vacation. Just got back from vacation.
e CO I n a O rl I I . S 09/08/18 - Just got back from vacation. Just got back from vacation.
Beam Search, b=16
- 01/05/19 - Visited The Subaru Canada Heritage15th Star for my vehicle research.
That was a wonderful experience. Thanks again for your knowledge and support.
- 05/23/19 - | was thrilled to receive my Subaru Legacy character! It fits me perfectly and
makes me feel like a kid again!

Pure Sampling 06/15/19 - Just regained my licence for my different coloured 2016 WRX / STI...

" Just got back from vacation.
2K 09/07/18 - Happy 9th birthday to me! Happy 9th birthday to me!
: 09/01/18 - Sotwidden also! Sofwidden also!
7) 08/25/18 - Happy birthday to me! Happy birthday to me!
. 08/17/18 - Night shift! ooNight shift! 00
Sampling, t=0.9  08/17/18 - Lucky me! Lucky me!

r----1

Just got back from vacation.

: : 09/03/18 - After more than 40 years, | might have an apartment in Virginia Beach.
] 1 After more than 40 years, | might have an apartment in Virginia Beach.
I ! 08/20/18 - Going for a hike at Mount Eerie in Northeast Virginia Spring

L----J

Top-k, k=640

Going for a hike at Mount Eerie in Northeast Virginia Spring

Just got back from vacation.

09/08/18 - I've gotten really sick. - I've gotten really sick.
09/07/18 - My wife and | are getting married in February.
- My wife and | are getting married in February.

09/06/18 - I'm so excited to go back to college this fall.
- I'm so excited to go back to college this fall.

Just got back from vacation.

07/12/18 - Happy birthday to Swingu, who is nearly 5 years old. | would like to say hi to
him on the roacfas well as when | ride with him. You cannot go to work without feeling
physically sick or psychologically exhausted because you can barely breathe. Even if you
Nucleus p=0.95 ride on rollercoaster even once, it is easy to recover from the physical side of it.

| just got back from a much needed and really great nine day vacation to my remote

Arizona property. It was a really restful and relaxin%visit. | got a lot accomplished while |

was there, but still found time to just goof off and have fun too. | got to do some

astronomy, even though the weather was pretty cloudy most of the time. Here is a 50
Holtzman et al., ICLR 2020 WebText minute exposure of M101. It turned out pretty good.

e e e
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CO m p a ri n 9 d iff e re n -t %q‘ gg/‘flv1/a‘ltlSS-nJe::ti;t;:ybaic?(?from vacation.

Just got back from vacation.
09/10/18 - Just got back from vacation. Just got back from vacation.

. . 09/09/18 - Just got back from vacation. Just got back from vacation.
e ( O I I I a O rl I I . S 09/08/18 - Just got back from vacation. Just got back from vacation.
Beam Search, b=16
- 01/05/19 - Visited The Subaru Canada Heritage15th Star for my vehicle research.

That was a wonderful experience. Thanks again for your knowledge and support.
- 05/23/19 - | was thrilled to receive my Subaru Legacy character! It fits me perfectly and
7 makes me feel like a kid again!
Pure Sampling 06/15/19 - Just regained my licence for my different coloured 2016 WRX / STI...

Just got back from vacation.
2K 09/07/18 - Happy 9th birthday to me! Happy 9th birthday to me!
: 09/01/18 - Sotwidden also! Sofwidden also!
7) 08/25/18 - Happy birthday to me! Happy birthday to me!
_ 08/17/18 - Night shift! DONight shift! O
Sampling, t=0.9  08/17/18 - Lucky me! Lucky me!

r-—--1

" I ég%%/o%bad;tfrom vaca}}'ion. 0 h 5
. 18 - Atter more than 40 years, | might have an apartment in Virginia Beach.

1 y , g P g

® G en erate teXt tO COntI nue a K 1 After more than 40 years, | might have an apartment in Virginia Beach.

I
I
[
L

_: 08/20/18 - Going for a hike at Mount Eerie in Northeast Virginia Spring
g ven COI’TteXt Top-k, ke640 Going for a hike at Mount Eerie in Northeast Virginia Spring
L LL 5 Just got back from vacation.
. ' ! 09/08/18 - I've gotten really sick. - I've gotten really sick.

() Open_ended gen erat| on : K : n OC[{/\/O7-/'1f8 - My wife and | are g?tting marrigd Fn February.

i I - My wite ana | are getting married in February.

fe = d 09/06/18 - I'm so excited to go back to college this fall.

Top-k, k=640, t=0.7 - |'m so excited to go back to college this fall.

Just got back from vacation.

07/12/18 - Ha%py birthday to Swingu, who is nearly 5 years old. | would like to say hi to
him on the road as well as when | ride with him. You cannot go to work without feeling
physically sick or psychologically exhausted because you can barely breathe. Even if you
Nucleus p=0.95 ride on rollercoaster even once, it is easy to recover from the physical side of it.

| just got back from a much needed and really great nine day vacation to my remote

Arizona property. It was a really restful and relaxin%visit. | got a lot accomplished while |

was there, but still found time to just goof off and have fun too. | got to do some

astronomy, even though the weather was pretty cloudy most of the time. Here is a 50
Holtzman et al., ICLR 2020 WebText minute exposure of M101. It turned out pretty good.
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C O m p a ri n 9 d i{f e r- e n -t %ﬁ‘ 09/ 1151 lSS-nJe::ti;:t‘yb;c?(?from vacation.

Just got back from vacation.
09/10/18 - Just got back from vacation. Just got back from vacation.

[ [
d 09/09/18 - Just got back from vacation. Just got back from vacation.
e CO I n a O rl I I . S 09/08/18 - Just got back from vacation. Just got back from vacation.
Beam Search, b=16
- 01/05/19 - Visited The Subaru Canada Heritage15th Star for my vehicle research.
That was a wonderful experience. Thanks again for your knowledge and support.
" 05/23/19 - | was thrilled to receive my Subaru Legacy character! It fits me perfectly and
makes me feel like a kid again!

4 4
Pure Sampling 06/15/19 - Just regained my licence for my different coloured 2016 WRX / STI...

Just got back from vacation.
2K 09/07/18 - Happy 9th birthday to me! Happy 9th birthday to me!
: 09/01/18 - Sotwidden also! Sofwidden also!
7) 08/25/18 - Happy birthday to me! Happy birthday to me!
_ 08/17/18 - Night shift! ooNight shift! O
Sampling, t=0.9  08/17/18 - Lucky me! Lucky me!

:'_---1. Just got bad:(tfrom vacaﬁion. h 5

: 09/03/18 - After more than 40 years, | might have an apartment in Virginia Beach.
i ! years, | mig P g
® G en erate teXt tO COntI nue a ] K 1 After more than 40 years, | might have an apartment in Virginia Beach.
I ! 08/20/18 - Going for a hike at Mount Eerie in Northeast Virginia Spring

L----J

Going for a hike at Mount Eerie in Northeast Virginia Spring

given context Top-k, k=640

P - Just got back from vacation.

09/08/18 - I've gotten really sick. - I've gotten really sick.
09/07/18 - My wife and | are getting married in February.
- My wife and | are getting married in February.
09/06/18 - I'm so excited to go back to college this fall.

- I'm so excited to go back to college this fall.

® Open-ended generation

Just got back from vacation.
07/12/18 - Ha%py birthday to Swingu, who is nearly 5 years old. | would like to say hi to

® Same decoding algorithms are
d ‘SO U Sefu ‘ fO I C‘ ose-en d ed him on the road as well as when | ride with him. You cannot go to work without feeling
physically sick or psychologically exhausted because you can barely breathe. Even if you

g ene rat| on taSkS Nucleus p=0.95 ride on rollercoaster even once, it is easy to recover from the physical side of it.

| just got back from a much needed and really great nine day vacation to my remote
Arizona property. It was a really restful and relaxin%visit. | got a lot accomplished while |
was there, but still found time to just goof off and have fun too. | got to do some
astronomy, even though the weather was pretty cloudy most of the time. Here is a 50

Holtzman et al. ICLR 2020 WebText minute exposure of M101. It turned out pretty good.
emm— et am—
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Temperature Scaling Ply. = ) = — P
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Temperature Scaling Ply. = ) = — P

® Recall: On timestep 7, the model computes a prob distribution P,

by applying the softmax function to a vector of scores s € R
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Temperature Scaling Py = ) = P
| Y ey EXD(S,)

® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R
® \We can apply a temperature hyperparameter 7 to the softmax to

rebalance P,

exp(s,,/7)

PO =w) = Zvevexp(Sv/T)
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Temperature Sca

® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R

® \We can apply a temperature hyperparameter 7 to the softmax to
rebalance P,

exp(s,,/7)
2oy EXP(S,/7)

® Raise the temperature 7 > 1: P, becomes more uniform
® More diverse output (probability is spread around vocab)

P(y, =w) =

0.4 4

=)
o
4

Ing P(y,=w) =

Swabha Swayamdipta

exp(s,,)
ZvEV CAP (SV)
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Temperature Sca

® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R

® \We can apply a temperature hyperparameter 7 to the softmax to
rebalance P,

exp(s,,/7)
2oy EXP(S,/7)

® Raise the temperature 7 > 1: P, becomes more uniform
® More diverse output (probability is spread around vocab)

P(y, =w) =

® | ower the temperature 7 < 1: P, becomes more spiky
® | ess diverse output (probability is concentrated on top words)

0.4 -

o
o
L

Ing P(y,=w) =

Swabha Swayamdipta

exp(s,,)
2 ey €XP(S,)
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Temperature Scaling exp(S,,)

Py, =w) = ——
=) Y <y EXD(S,)
® Recall: On timestep 7, the model computes a prob distribution P,
by applying the softmax function to a vector of scores s € R"! ..
® \We can apply a temperature hyperparameter 7 to the softmax to °* + /
rebalance P, ¢ :
CX T
Py, =w) = SR
ZvEV exp(S,/7)
® Raise the temperature 7 > 1: P, becomes more uniform Temperature is a
® More diverse output (probability is spread around vocab) hyperparameter for
® | ower the temperature 7 < 1: P, becomes more spiky decoding: It can be

® | ess diverse output (probability is concentrated on top words)  tuned for both beam

search and sampling.
e e
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Modern Decoding: Takeaways
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Modern Decoding: Takeaways

® Natural language distributions are very peaky but the softmax function assigns probabilities
to all tokens in the vocabulary
® Hence we need approaches to truncate / modify the softmax distribution

® Ancestral, Top-k, Top-p (Nucleus), Temperature
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Modern Decoding: Takeaways

® Natural language distributions are very peaky but the softmax function assigns probabilities
to all tokens in the vocabulary
® Hence we need approaches to truncate / modity the softmax distribution
® Ancestral, Top-k, Top-p (Nucleus), Temperature
® Some properties of the softmax function make truncation based decoding necessary

CLOSING THE CURIOUS CASE OF NEURAL TEXT

DEGENERATION
Matthew Finlayson John Hewitt
University of Southern California Stanford University
mfinlays@usc.edu johnhew@cs.stanford.edu
Alexander Koller Swabha Swayamdipta
Saarland University University of Southern California

koller@coli.uni-saarland.de swabhas@usc.edu

Ashish Sabharwal
The Allen Institute for Al

ashishs@allenai.org
s
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Modern Sampling Involves Truncation

Taylor

Log probability

Swift  Martinez Sw Kits had go

Choose a threshold 7 and only sample tokens with probability
greater than 7.

50 Finlayson, Hewitt, Koller, Swayamdipta and Sabharwal; ICLR 2024
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the true distribution o
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Modern Sampling Involves Truncation

Taylor
® Threshold sampling is guaranteed to .
only sample tokens in the support of 5 | :
. o . O T
the true distribution °
® As long as the chosen threshold 3
S ‘arger than some bound Swift  Martinez  Sw Kits had go

Choose a threshold 7 and only sample tokens with probability
greater than 7.
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Modern Sampling Involves Truncation

® Threshold sampling is guaranteed to
only sample tokens in the support of
the true distribution
® As |ong as the chosen threshold
is larger than some bound
® So, what causes these tail errors that
truncation sampling is able to avoid?

50

Taylor

Log probability

Swift  Martinez Sw Kits had go

Choose a threshold 7 and only sample tokens with probability
greater than 7.

Finlayson, Hewitt, Koller, Swayamdipta and Sabharwal; ICLR 2024
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| anguage Models are Low Rank

) exp(Wh)
Softmax Bottleneck (Yang et al., 2018) P = S()ftmax Wh —
' ( ) z;}:l exp(Wh)z-
R w RV softmax LA,
h ¢
.

£ Finlayson, Hewitt, Koller, Swayamdipta and Sabharwal; ICLR 2024
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| anguage Models are Low Rank

exp(Wh)
S:Z-J_l exp(Wh)z-

Softmax Bottleneck (Yang et al., 2018) ﬁ — S()ftmax(Wh) —

B st

® | anguage models use a low-rank

. . . 14 softmax
softmax matrix W in their output layer R > RY > A,

h e

£ Finlayson, Hewitt, Koller, Swayamdipta and Sabharwal; ICLR 2024
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| anguage Models are Low Rank

exp(Wh)
D _i—1exp(Wh);

Softmax Bottleneck (Yang et al., 2018) ﬁ — S()ftmax(Wh) —

B e

® | anguage models use a low-rank

. . . 14 softmax
softmax matrix W in their output layer R > RY > Ay

® There will always be some error in the
model’s log-probability estimation h ¢

£ Finlayson, Hewitt, Koller, Swayamdipta and Sabharwal; ICLR 2024




CSCI 544 | Understanding LLMs through Language Generation | Apr 4 Swabha Swayamdipta

| anguage Models are Low Rank

exp(Wh)
D _i—1 exp(Wh);

Softmax Bottleneck (Yang et al., 2018) ﬁ — S()ftmax(Wh) —

B iR
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. . . W softmax
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® Despite this, language models still
seem to perform quite well...
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exp(Wh)
D _i—1 exp(Wh);
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® | anguage models use a low-rank

. . . W softmax
softmax matrix Win their output layer = R? > RY > Ay
® There will always be some error in the
model’s log-probability estimation h ¢

® Despite this, language models still
seem to perform quite well...
® Our hypothesis:
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| anguage Models are Low Rank

exp(Wh)
D _i—1 exp(Wh);

Softmax Bottleneck (Yang et al., 2018) ﬁ — S()ftmax(Wh) —

B A

® | anguage models use a low-rank

. . . W softmax
softmax matrix Win their output layer = R? > RY > Ay
® There will always be some error in the
model’s log-probability estimation h ¢

® Despite this, language models still
seem to perform quite well...
® Our hypothesis:

® truncation sampling is sufficient

to approximately mitigate errors
from the softmax bottleneck.

£ Finlayson, Hewitt, Koller, Swayamdipta and Sabharwal; ICLR 2024
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Sampling works because Language Models are low rank

£5 Finlayson, Hewitt, Koller, Swayamdipta and Sabharwal; ICLR 2024
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Sampling works because Language Models are low rank

® Ve propose a more direct methoa
for mitigating errors due to the
softmax bottleneck

£5 Finlayson, Hewitt, Koller, Swayamdipta and Sabharwal; ICLR 2024
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Sampling works because Language Models are low rank

Taylor
® \We propose a more direct method | Swift 10 Accepted by ours
- : 0 Not accepted by ours
for mitigating errors due to the > top-p
softmax bottleneck B Martines
_CS had Richardson
Q.
® “Non-monotonic” thresholding: & oW 3
— Kits

only sample tokens in the support of
the true probability distribution

Token (sorted by probability)

® Dynamic threshold!

£5 Finlayson, Hewitt, Koller, Swayamdipta and Sabharwal; ICLR 2024
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| ecture Outline

® Basics of Language Generation

® Decoding Algorithms

® Evaluating Language Generation
® Metrics

® Downstream Applications
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Evaluating
Language Generation
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Evaluation Strategies

Ref: They walked to the grocery store .

A\ NN

Gen: The woman went to the hardware store .
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Evaluation Strategies

® With Reference Ref: They walked to the grocery store .

® | exical Matching (e.g. BLEU)
® Semantic Matching (e.g. BERTScore)

Gen: The woman went to the hardware store.
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Evaluation Strategies

® With Reference Ref: They walked to the grocery store .

® | exical Matching (e.g. BLEU)
® Semantic Matching (e.g. BERTScore)

o\
Without Reference Gen: The woman went to the hardware store .
® Perplexity
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Evaluation Strategies

® With Reference Ref: They walked to the grocery store .

® | exical Matching (e.g. BLEU)

® Semantic Matching (e.g. BERTScore) \\ ‘\'\
® Without Re,ference Gen: The woman went to the hardware store .

® Perplexity

® Model-Based Metrics (e.g. BLEURT)

® Advanced: Distributional Matching (MAUVE)

® Simplest, Most Reliable Strategy to-date: Human Evaluation

® Even simpler and least reliable: Auto Evaluation
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Reference-Based Metrics

Ref: They walked to the grocery store .

A\ NN

Gen: The woman went to the hardware store.

® Only possible for close-ended generation tasks
® Compute a score that indicates the lexical similarity between generated and gold-
standard (human-written) text

® Fast and efficient and widely used
® n-gram overlap metrics (e.g., BLEU, ROUGE, etc.)
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BLEU

® Stands for Bilingual Evaluation Understudy
® BLEU compares the machine-written translation to one or several human-written
translation(s), and computes a similarity score based on:
® Geometric mean of n-gram precision (usually for 1, 2, 3 and 4-grams)
® Plus a brevity penalty for too-short system translations
® BLEU is useful but imperfect
® There are many valid ways to translate a sentence
® So a good translation can get a poor BLEU score because it has low n-gram overlap
with the human translation
® Precision-based metric
® Range from O to 1

Papineni et al., 2002
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BLEU: Details

Purely precision-based rather than combining precision and

recall

BLEU score for a corpus of candidate references is a function

of

® the n-gram word precision over all the references
® combined with a brevity penalty computed over the

corpus as a whole.

Consio
o T

er a corpus composed of a single sentence
ne unigram precision for this corpus is the percentage

O

f unigram tokens in the candidate translation that also

occur in the reference translation, and ditto for bigrams

and so on, up to 4-grams

® [t computes this n-gram precision for unigrams, bigrams,

trigrams, and 4-grams and takes the geometric mean
Because BLEU is a word-based metric, it is very sensitive to

word tokenization, making it impossible to compare different

system

s if they rely on different tokenization

i~
sy
|

Y >, Count;,(n-gram)

Ce{Candidates} n-grame C

> Y. Count(n-gram'’)

C'e€{Candidates} n-gram’ € ('

Papineni et al., 2002

B e

e

1 if c>r
BP=1 o079 if c<s

N
BLEU= BP - exp 2 wy log p,
n=1
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BLEU: Example

Reference translation 1: Reference translation 2:
(The)U.S. island of Guam is maintaining Guam International Airport and its)
a high_state of alert(after the JGuam offices are maipigifiing a high state of
airport @ahdljts offices both\received an 6T

imself
aden

e-mail fro neone calling

hlnet ysiation:
erican [?)(intefnational airpg
he pffice-all receives or call

he se =‘Mo ness [
o &lEet getrnjo WJ
m 8eyable
ol Jm lace m mm
airportlto start-ttie(blechemistry jattask

. [?] highty alerts (after the

" namtenance.
Reference translation 3: 2
The US International Airport of G0;
and its office has received-dn epaail
from a self-claimed.Arabian mafllionaire
named Laden(, which}thregtens to from Saudi ia . They said there
launch a biochemical atgdck on such would be(biochemistry Jair raid to Guam
public places as airport . Guam Airport and other public places . Guam
authority has been pn)alert . , , needs to be in high precaution about
Paplhenl et al., 2002 this matter .

>7 T ————— e ——
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ROUGE

® Stands for “Recall-Oriented Understudy tor Gisting Evaluation”

® Originally created for evaluating automatic summarization as well as machine translation

® Comparing an automatically produced summary or translation against a set of reference
summaries (typically human-produced)

® [our variants:

® ROUGE-N
® ROUGE-L
® ROUGE-S
® ROUGE-W

40 ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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ROUGE: Details

‘ ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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® ROUGE-N: measures unigram, bigram, trigram and higher order n-gram overlap
® n-gram recall between a candidate summary and a set of reference summaries

ROUGE-N
Countmatch (gramn )

__ S€&{ReferemceSummaries} gram, €S

2 2 Count(gram )

SE{ReferenceSummaries} gram €S

‘ ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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® ROUGE-N: measures unigram, bigram, trigram and higher order n-gram overlap
® n-gram recall between a candidate summary and a set of reference summaries
® ROUGE-L: measures longest matching sequence of words using LCS
® Does not require consecutive matches but in-sequence matches that retlect sentence
level word order
® Since it automatically includes longest in-sequence common n-grams, you don’t need

a predefined n-gram length LCS(X.Y)
ROUGE-N Ries ==~
Countmatch(gramn) P, = LCS(X’Y)
les =

__ S€&{ReferemceSummaries} gram, €S

2 2 Count(gram )
SE{ReferenceSummaries} gram €S RO U G E_ L — Flcs — RZCS " ﬁ 2})lcslcs

ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)

n
(1 T ﬁz)RlcsP

61




CSCI 544 | Understanding LLMs through Language Generation | Apr 4 Swabha Swayamdipta

Evaluating Generation: Other Options
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® Perplexity!
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® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)
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Evaluating Generation: Other Options

® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)

® Use |learned representations of words and sentences to compute semantic similarity
between generated and reference texts
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® No more n-gram bottleneck because text units are represented as embeddings!
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Evaluating Generation: Other Options

® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)
® Use |learned representations of words and sentences to compute semantic similarity
between generated and reference texts

® No more n-gram bottleneck because text units are represented as embeddings!
® The embeddings are pretrained, distance metrics used to measure the similarity can
be tixed
® Automatic metrics fall short of matching human decisions
® So, Human Evaluation!
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Evaluating Generation: Other Options

PPL(W) = P(W;W,...wy)"¥

® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)
® Use |learned representations of words and sentences to compute semantic similarity
between generated and reference texts

® No more n-gram bottleneck because text units are represented as embeddings!
® The embeddings are pretrained, distance metrics used to measure the similarity can
be tixed
® Automatic metrics fall short of matching human decisions
® So, Human Evaluation!
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Evaluating Generation: Other Options

_1 1
PPL(w) = P(wyw,...wy)™V = exp(—N log Pww,...wy))
® Perplexity!
® Model-based Metrics (BERTScore, BARTScore, Word Mover's Distance, BLEURT)

® Use |learned representations of words and sentences to compute semantic similarity
between generated and reference texts

® No more n-gram bottleneck because text units are represented as embeddings!
® The embeddings are pretrained, distance metrics used to measure the similarity can
be tixed
® Automatic metrics fall short of matching human decisions
® So, Human Evaluation!
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® Ask humans to evaluate the quality of generated text
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Human Evaluation

® Ask humans to evaluate the quality of generated text

® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,

commonsense, etc.
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Human Evaluation

® Ask humans to evaluate the quality of generated text

® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,

commonsense, etc.
® Mostly done via crowdsourcing
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Human Evaluation

® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara
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Human Evaluation

® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara
® Of course, we know that human eval is slow and expensive
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Human Evaluation

® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing .
® Human judgments are regarded as the gold standara '
® Of course, we know that human eval is slow and expensive
® Beyond the cost of human eval, it's still far from pertect:
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Human Evaluation

® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara
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® Of course, we know that human eval is slow and expensive a,‘
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® Beyond the cost of human eval, it's still far from pertect: et
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® Humans Evaluation is hara: W o
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g
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Human Evaluation

® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara

»l O
® Of course, we know that human eval is slow and expensive 3‘2
® Beyond the cost of human eval, it's still far from pertect: . :?Aj
® Humans Evaluation is hard: G,“E}ﬁ'
® Results are inconsistent / not reproducible [ 3;5‘1;':&;,,
g5
e
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Human Evaluation

® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.
® Mostly done via crowdsourcing
® Human judgments are regarded as the gold standara

»l O
® Of course, we know that human eval is slow and expensive 3":‘
® Beyond the cost of human eval, it's still far from pertect: - ;:',g':
® Humans Evaluation is hard: 6.3.3,9:.
® Results are inconsistent / not reproducible [ 3;5‘1;':&;,,
® Can be subjective! ”.«Zw"\
A
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Human Evaluation

® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.

® Mostly done via crowdsourcing 23
® Human judgments are regarded as the gold standara 882 3« |
® Of course, we know that human eval is slow and expensive 3":, ot
® Beyond the cost of human eval, it's still far from pertect: - :,\ja?g“
® Humans Evaluation is hara: a.“?:,"."‘:
® Results are inconsistent / not reproducible [ 3;5‘;":;;“
® Can be subjectivel ".'%Ov"a
® Misinterpret your question N _@é_gg'; &
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Human Evaluation

® Ask humans to evaluate the quality of generated text
® Along specitic axes: fluency, coherence / consistency, tfactuality and correctness,
commonsense, etc.

® Mostly done via crowdsourcing .3
. P iy
® Human judgments are regarded as the gold standara el
: : ald:" - 3
® Of course, we know that human eval is slow and expensive o 08 @0 o Py
. : . ) ._H‘N‘ﬁ“
® Beyond the cost of human eval, it's still far from perfect: St ' L
. . el Ll o
® Humans Evaluation is hara: TR e
. . . o 2’-‘...‘ )
® Results are inconsistent / not reproducible :,3;;,;-‘. 0
L EL e
® Can be subjectivel Pt
o4 XY

® Misinterpret your question ;85 iG]
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| east Reliable: Automatic Evaluation

AlpacaFarm: A Simulation Framework for
Methods that Learn from Human Feedback

Yann Dubois* Xuechen Li* Rohan Taori* Tianyi Zhang* Ishaan Gulrajani

Stanford Stanford Stanford Stanford Stanford
Jimmy Ba Carlos Guestrin Percy Liang Tatsunori B. Hashimoto
University of Toronto Stanford Stanford Stanford
Annotator: e Human pys e Trainer p2™ e Evaluator p&% e GPT4 pSFT
0.8 - Spea rman Correlation: 0.98 Figure 3: The ranking of methods trained and Model: m Human pres & Simulated psim e GPT4 A ChatGPT @ DavinciO03
2 evaluated in AlpacaFarm matches that of meth-
2 ods trained and evaluated in the human-based " o Figure 4: Our simulated annotators are cheap and have a
C 0.6+ pipeline. Each point represents one method M 3 A high agreement with human annotators. We show price (x-
= 0.5 - (e.g. P PO)- T‘he x-axis shows the 51m911ated QE) 0.66 P 0 axis) vs agreement (y-axis) as measured by each annotator’s
= evaluation (win-rates measured by p§,) on 05), i o0 agreement with the majority vote among 3 human annota-
c 0.4- methods trained in simulation Mir,. The y-axis © tions. Grey points are all simulated annotators in the pool,
= shows human evaluation (win-rates measured v 0.637 A 7N .

€0.3- : . O O the green ¥ shows the resulting pool of annotators (used

5 Y DY Phuman) On methods trained with human feed- g A o . @ ‘
T 5o- back Mjuman. Gray points show models that we < 0.60- . ® for evaluat}on), the orange ‘shows the same pool with
' did not train, so their = and y values only differ © A random noise added during training. This does not change
0.1- P in the evaluation (simulated Vs human). With- g o . the implied reward function from ’, but makes the learning
0.0 l ' l | ; ' — out those points, we have R? = 0.83 and a T 0.574, . T — T problem more challenging. The blue B shows the average of
01 02 03 04 05 06 0.7 0.8 Spearman Correlationof(0.94. 10 $/1 olc())o oxam Ieslo human annotators, and the red @ shows a single low variance

Simulated Win-rate P GPT-4 annotator analyzed below.
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| east Reliable: Automatic Evaluation

AlpacaFarm: A Simulation Framework for

Methods that Learn from Human Feedback Cheap and theoretically consistent with

human evaluation. BUT... reliability?

Yann Dubois* Xuechen Li* Rohan Taori* Tianyi Zhang* Ishaan Gulrajani
Stanford Stanford Stanford Stanford Stanford M Od e ‘ S eva ‘ U atl N g _th el r OWr g ene ratl ONS
Jimmy Ba Carlos Guestrin Percy Liang Tatsunori B. Hashimoto ‘ d . d d ‘ . _H:
University of Toronto Stanford Stanford Stanford Mma y ed tO welr Mmaodade CoOllda pS N g ellre Ct

—

Annotator: e Human pyes Trainer p2nn e Evaluator p&% e GPT4 pShm
0.8 - Spea rman Correlation: 0.98 Figure 3: The ranking of methods trained and Model: m Human pes ¢ Simulated psim e GPT4 A ChatGPT ® DavinciO03
2 _ evaluated in AlpacaFarm matches that of meth-

0.7 - R< = 0.87 O : » - :
9 OFIS trained and evaluated in the human-based i o Figure 4: Our simulated annotators are cheap and have a
C 0.6 pipeline. Each point represents one method M o A high agreement with human annotators. We show price (x-
£ 0.5- (e.g. PPO). The x-axis shows the 31mPllated £ 0.66- ® axis) vs agreement (y-axis) as measured by each annotator’s
= evaluation (win-rates measured by Psim ) on “é R o0 agreement with the majority vote among 3 human annota-
< 0.4- methods trained in simulation Mir,. The y-axis © tions. Grey points are all simulated annotators in the pool,
c shows human evaluation (win-rates measured v 0631 A 7N .

0.3 - b : : O » the green ¥ shows the resulting pool of annotators (used
- Y Phuman) ON methods trained with human feed- g A ® ‘ PN .
T 0o back Mpyman- Gray points show models that we c 0.604 4 - ® for evaluat}on), the orange .SPOWS the same pool with

did not train, so their = and y values only differ g random noise added during training. This does not change
0.14 PS in the evaluation (simulated vs human). With- S ®"* the implied reward function from ’, but makes the learning
0.0 out those points, we have R? = (.83 and a T 0.57, T T problem more challenging. The blue B shows the average of
' 10° 10? 102
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Simulated Win-rate

0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 SpearmanCorrelation of 0.94.

$/1000 examples

human annotators, and the red @ shows a single low variance
GPT-4 annotator analyzed below.
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Evaluating Systems
without References
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Evaluating Systems
without References

® Compare human / natural language
distributions to model-generatead

o . Q: machine distribution P: human distribution
language distributions 1
>
Type | Error:| = Type |l Error:
The time is — P | just visited
the time is e Utgiagvik and
the t!me is A Nuchalawoyya
the tlm’g X in Alaska.
% AN
. » ;

° 3
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Fvaluating Systems
without Reterences

® Compare human / natural language
distributions to model-generatead
language distributions

® Divergence between these two

distributions can be measured by
MAUVE

65

MAUVE: Measuring the Gap
Between Neural Text and Human Text
using Divergence Frontiers

Krishna Pillutla! Swabha Swayamdipta? Rowan Zellers! John Thickstun?®
Sean Welleck!:>  Yejin Choi'? Zaid Harchaoui*

1Paul G. Allen School of Computer Science & Engineering, University of Washington
2 Allen Institute for Artificial Intelligence
*Department of Computer Science, Stanford University
“Department of Statistics, University of Washington

Q: machine distribution P: human distribution
>
Type | Error:| = - Type |l Error:
The time is — P | just visited
the time is = Utgiagvik and
the time is o Nuchalawoyya
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How else can we evaluate
and understand LLMs?
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»

Knowledge-Oriented

Language-Oriented
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| ecture Outline

® Basics of Language Generation

® Decoding Algorithms

® Fvaluating Language Generation
® Metrics

® Downstream Applications
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Generating Comparative
Knowledge

NeuroComparatives [Howard, Wang, Lal, Singer, Choi & Swayamdipta, NAACL-Find. 2024]
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Comparative knowledge is an essential component of worla
knowledge, and crucial to how humans acquire knowledge
about every day concepts.

Compared to blenders, food processors

21 NeuroComparatives [Howard, Wang, Lal, Singer, Choi & Swayamdipta, NAACL-Find. 2024]
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knowledge, and crucial to how humans acquire knowledge
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have several different functions
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Comparative knowledge is an essential component of world

knowledge, and crucial to how humans acquire knowledge
about every day concepts.

Compared to blenders, food processors

o
© +
| GPT-4 | GPT-2
have slightly different functions typically need a longer time to process food
have more versatility in terms of the variety of foods they can handle can often handle more ingredients
have several different functions come with multiple blade attachments

21 NeuroComparatives [Howard, Wang, Lal, Singer, Choi & Swayamdipta, NAACL-Find. 2024]
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Synthesizing Finely-Crafted Semantic-Structured Language [Cui and Swayamdipta, Under Submission]
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The mix is baked for 20 minutes in moulds and served with a vegetable cream sauce , lentils

b k oV y 4
— and sautéed mushrooms .
ABSORB HEAT

Synthesizing Finely-Crafted Semantic-Structured Language [Cui and Swayamdipta, Under Submission]
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The mix is baked for 20 minutes in moulds and served with a vegetable cream sauce , lentils

b k oV y 4
— and sautéed mushrooms .
ABSORB HEAT

Write a new sentence as similar as possible to
the given example, by replacing the verb
"baked” with “toasted” such that all semantic
roles in the given example are appropriately

filled.

toasted
ABSORB HEAT

Synthesizing Finely-Crafted Semantic-Structured Language [Cui and Swayamdipta, Under Submission]
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The mix is baked for 20 minutes in moulds and served with a vegetable cream sauce , lentils

b k oV y 4
— and sautéed mushrooms .
ABSORB HEAT

Write a new sentence as similar as possible to
the given example, by replacing the verb
"baked” with “toasted” such that all semantic
roles in the given example are appropriately

filled.

toasted
ABSORB HEAT

The bread is toasted for 20 minutes in the oven and served with a vegetable cream sauce , lentils , and sautéed mushrooms .

toast.V
ABSORB_HEAT

Synthesizing Finely-Crafted Semantic-Structured Language [Cui and Swayamdipta, Under Submission]
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Entity Duration

The mix is baked for 20 minutes in moulds and served with a vegetable cream sauce , lentils

b k oV y 4
— and sautéed mushrooms .
ABSORB HEAT

Write a new sentence as similar as possible to
the given example, by replacing the verb
"baked” with “toasted” such that all semantic
roles in the given example are appropriately

filled.

toasted
ABSORB HEAT

The bread is toasted for 20 minutes in the oven and served with a vegetable cream sauce , lentils , and sautéed mushrooms .

toast.V
ABSORB_HEAT
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Entity Duration

The mix is baked for 20 minutes in moulds and served with a vegetable cream sauce , lentils

b k oV y 4
— and sautéed mushrooms .
ABSORB HEAT

Write a new sentence as similar as possible to
the given example, by replacing the verb
"baked” with “toasted” such that all semantic
roles in the given example are appropriately

filled.

toasted
ABSORB HEAT

Heat

Entity Duration Source Y

The bread is toasted for 20 minutes in the oven and served with a vegetable cream sauce , lentils , and sautéed mushrooms .

toast.V
ABSORB_HEAT

Synthesizing Finely-Crafted Semantic-Structured Language [Cui and Swayamdipta, Under Submission]
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Theme Time

Gonzalez , who had been ejected from the premises after an argument involving a former girlfriend , was alleged to have
deliberately caused the fire by igniting gasoline within the club .

eject.V
REMOVING

Write a new sentence as similar as possible to
the given example, by replacing the verb
"ejected” with “amputated” such that all
semantic roles in the given example are
appropriately filled.

amputated
REMOVING

77 Synthesizing Finely-Crafted Semantic-Structured Language [Cui and Swayamdipta, Under Submission]
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Theme Time

Gonzalez , who had been ejected from the premises after an argument involving a former girlfriend , was alleged to have
deliberately caused the fire by igniting gasoline within the club .

eject.V
REMOVING
Write a new sentence as similar as possible to
4 the given example, by replacing the verb
amputate "o TR 1
P ejected” with "amputated” such that all
REMOVING . . .
semantic roles in the given example are
appropriately filled.
Theme Time

His leg , which had been amputated two weeks after an argument involving a former girlfriend , was alleged to have

deliberately caused the tire by igniting gasoline within the club .
amputate.V

REMOVING

77 Synthesizing Finely-Crafted Semantic-Structured Language [Cui and Swayamdipta, Under Submission]
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Generating Socially
Aware Implications

OATH-Frames [Ranjit et al., and Swayamdipta, Under Submission]
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s this message toxic?
What is the implication for

this message?
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| was waiting on the cormer of spring to cross the st §amp; this homeless man started
talking crazy to me and | was scareol shitless thew another homeless man comes up to him
gawmp; said chill out she’s my friend so the man left me alone. But Man t was so scared |

was about to run @

s this message toxic?
What is the implication for

this message?

" OATH-Frames [Ranjit et al., and Swayamdipta, Under Submission]
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| was waiting on the cormer of spring to cross the st §amp; this homeless man started
talking crazy to me and t was scared shitless thew another homeless man comes up to him
gawmp; said chill out she’s my friend so the man left me alone. But Man t was so scared |

was about to run @

s this message toxic?
What is the implication for

this message?

This message is not necessarily toxic, but it does express fear and discomfort. The implication of the message is that
the person felt threatened by the unpredictable behavior of the first homeless man, but was relieved when another
homeless man intervened on their behalf. It also implies a certain level of fear or prejudice towards homeless people,
associating them with danger or unpredictability.

" OATH-Frames [Ranjit et al., and Swayamdipta, Under Submission]
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L think all howeless people should go to Ottawa and protest to our Government about the horrible conditions they live with. Being

N OATH-Frames [Ranjit et al., and Swayamdipta, Under Submission]
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L think all howeless people should go to Ottawa and protest to our Government about the horrible conditions they live with. Being

Gotfman’s Theory of Stigma (1963,1964)

OATH-Frames [Ranjit et al., and Swayamdipta, Under Submission]
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Goffman’s Theory of Stigma (1963,1964)
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L think all howeless people should go to Ottawa and protest to our Government about the horrible conditions they Live with. Being

Goffman’s Theory of Stigma (1963,1964)

Solutions / Societal / Structural .
, » Dehumanization
Interventions Critique
Responses Critiques Perceptions

government critique media portrayal

solutions/interventions societal critique not in my backyard
money allocation harmful generalization
deserving/undeserving

personal interaction/observation
OATH-Frames [Ranjit et al., and Swayamdipta, Under Submission]
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F1-Score on a 9-way multilabel classitication task
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LLMs struggle at nuancea
linguistic skills, unlike

humans
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W

LLMs exceed / match

, , LLMs do need specialization
collective human capacity,

via expert inputs
but there seem to be P P

distinctive strengths
T —
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Reveals as much about the nature of natural language as it reveals about

models and data
—

THE GENERATIVE Al PARADOX:
“What It Can Create, It May Not Understand”

Peter West'* Ximing Lu’** Nouha Dziri** Faeze Brahman'** Linjie Li'*
Jena D. Hwang? Liwei Jiang':? Jillian Fisher'! Abhilasha Ravichander?
Khyathi Raghavi Chandu? Benjamin Newman'
Pang Wei Koh! Allyson Ettinger® Yejin Choi'**

I University of Washington “Allen Institute for Artificial Intelligence
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Reveals as much about the nature of natural language as it reveals about

models and data
—

THE GENERATIVE Al PARADOX:
“What It Can Create, It May Not Understand”

Peter West'* Ximing Lu'“* Nouha Dziri** Faeze Brahman'** Linjie Li'*
Jena D. Hwang”? Liwei Jiang':? Jillian Fisher' Abhilasha Ravichander?
Khyathi Raghavi Chandu? Benjamin Newman'
Pang Wei Koh' Allyson Ettinger® Yejin Choi'**

I University of Washington “Allen Institute for Artificial Intelligence

LLMs exhibit a mastery of surtace form language, generalization capabilities are

not uniform, and robustness is an outstanding issue - this is distinct from humans
R ——
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Understanding must involve some human % 7

A\

component / metrics alone do not suffice %,‘{ 7%

NN

O

%

Must consider the task domain (language) and the
overall utility (communication intent)
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Understanding LLMs through NLG: Parting Thoughts
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Understanding LLMs through NLG: Parting Thoughts

® Once trained, language models can be very powertul
® The power only increases with scale
® So much so that most of our tasks in natural language can be seen as sequence
completion tasks, e.g. Prompting (or In-Context / Few-Shot Learning)
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Understanding LLMs through NLG: Parting Thoughts

® Once trained, language models can be very powertul
® The power only increases with scale
® So much so that most of our tasks in natural language can be seen as sequence
completion tasks, e.g. Prompting (or In-Context / Few-Shot Learning)
® Decoding Algorithms thus play a critical role
® | | Ms are fundamentally limited due to the large vocabulary size
® Evaluation and Understanding of LLMs needs to go beyond simple metrics
® Standalone quantitative metrics may not capture the entirety of language generation
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