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Announcements + Logistics

• Progress Report and Quiz 4 grades out 

• Upcoming: 
• Paper Discussions on Wed, 11/12: MMLU, Dynabench, Chatbot Arena 
• 11/ 17: HW3 due 
• 11/ 24: Quiz 5 + Bonus 
• 12/1 and 12/3: Project Presentations: Sign up for dates / slots ASAP
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Lecture Outline

• Announcements 

• Quiz 4 Answers 

• Generative Evaluation: Metrics / Methods  

• Benchmarks 

• Rethinking Evaluation Benchmarks 
• Some of my own research

3
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Generative Evaluation 
Metrics / Methods

4
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Evaluation Strategies

• With Reference 
• Lexical Matching 
• Semantic Matching 

• Without Reference 
• Perplexity 
• Model-Based Metrics 
• Advanced: Distributional Matching 
• Simplest, Most Reliable Strategy to-date: Human Evaluation 
• Even simpler and least reliable: Auto Evaluation
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Reference-Based Metrics

• Only possible for close-ended generation tasks 

• Compute a score that indicates the lexical similarity between generated and gold-
standard (human-written) text  

• Fast and efficient and widely used  

• -gram overlap metrics (e.g., BLEU, ROUGE, etc.)n

6
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BLEU

• Stands for Bilingual Evaluation Understudy 

• BLEU compares the machine-written translation to one or several human-written 
translation(s), and computes a similarity score based on:  
• Geometric mean of n-gram precision (usually for 1, 2, 3 and 4-grams)  
• Plus a penalty for too-short system translations  

• BLEU is useful but imperfect  
• There are many valid ways to translate a sentence  
• So a good translation can get a poor BLEU score because it has low n-gram overlap with the human translation  

• Precision-based metric

7
Papineni et al., 2002
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Precision, Recall and F-1

• True Positives, True Negatives, False Positives and False Negatives

8

Precision =
TP

TP + FP

Recall =
TP

TP + FN

Of all the items in the prediction, how many match the 
ground truth

Of all the items in the ground truth, how many are 
correctly predicted

F1 =
2 * PR
P + R

Harmonic Mean of Precision and Recall 

Different value for different classes!
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BLEU: Details

• Purely precision-based rather than combining precision and recall.  

• BLEU score for a corpus of candidate translation sentences is a function of  
• the n-gram word precision over all the sentences  
• combined with a brevity penalty computed over the corpus as a whole. 

• Consider a corpus composed of a single sentence  
• The unigram precision for this corpus is the percentage of unigram tokens in the candidate translation that also occur 

in the reference translation, and ditto for bigrams and so on, up to 4-grams 
• It computes this n-gram precision for unigrams, bigrams, trigrams, and 4-grams and takes the geometric mean 

• Because BLEU is a word-based metric, it is very sensitive to word tokenization, making it 
impossible to compare different systems if they rely on different tokenization

9
Papineni et al., 2002
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BLEU: Example

10
Papineni et al., 2002
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ROUGE

• Stands for “Recall-Oriented Understudy for Gisting Evaluation” 

• Originally created for evaluating automatic summarization as well as machine translation 

• Comparing an automatically produced summary or translation against a set of reference 
summaries (typically human-produced) 

• Four variants: 
• ROUGE-N 
• ROUGE-L 
• ROUGE-S 
• ROUGE-W

11
ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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ROUGE: Details

• ROUGE-N: measures unigram, bigram, trigram and higher order n-gram overlap 
• n-gram recall between a candidate summary and a set of reference summaries 

• ROUGE-L: measures longest matching sequence of words using LCS.  
• Does not require consecutive matches but in-sequence matches that reflect sentence level word order.  
• Since it automatically includes longest in-sequence common n-grams, you don’t need a predefined n-gram length. 

• ROUGE-S: Is any pair of words in a sentence in order, allowing for arbitrary gaps.  
• Also be called skip-gram concurrence.  
• For example, skip-bigram measures the overlap of word pairs that can have a maximum of two gaps in between 

words. As an example, for the phrase “cat in the hat” the skip-bigrams would be “cat in, cat the, cat hat, in the, in hat, 
the hat”. 

• ROUGE-W: Weighted Longest Common Subsequence

12
ROUGE: A Package for Automatic Evaluation of Summaries (Lin, 2004)
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Evaluating Generation: Other Options

• Perplexity! 

• Model-based Metrics (BERTScore, BARTScore, Word Mover’s Distance, BLEURT) 
• Use learned representations of words and sentences to compute semantic similarity between 

generated and reference texts 
• No more n-gram bottleneck because text units are represented as embeddings!  
• The embeddings are pretrained, distance metrics used to measure the similarity can be fixed 

• Automatic metrics for text comparisons fall short of matching human decisions 

• So, Human Evaluation!

13

PPL(w) = P(w1w2…wN)− 1
N
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Human Evaluation

• Ask humans to evaluate the quality of generated text 
• Along specific axes: fluency, coherence / consistency, factuality and 

correctness, commonsense, etc. 
• Mostly done via crowdsourcing 

• Human judgments are regarded as the gold standard  

• Many, many correct answers! Ground truth might be 
irrelevant 

• Most LLMs are compared with each other on their 
generations directly 
• Evaluated by humans or models

14
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Chatbot Arena

• How to do human evaluation at 
very large scales? 

• Maybe a model is good if people 
choose to use it (and pay for it)… 

• Platform for ranking LLMs 

• Limitations: 
• Could be possible to game this…
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Subjectivity in evaluation of long-form text is a feature, not a bug
16
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Human Evaluation: Limitations

• Of course, we know that human eval is slow and expensive  

• Beyond the cost of human eval, it’s still fairly hard to conduct, and far from perfect:  
• Results are inconsistent / not reproducible  
• Can be subjective!  
• Misinterpret your question  
• Precision not recall

17

Human evaluation of generations 
can be hard, but it’s still considered 

the most reliable method today
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Automatic Evaluation with LLM Judges

18

Cheap and theoretically consistent with 
human evaluation. BUT… reliability? 

Models evaluating their own generations 
may lead to weird mode collapsing effect
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Evaluating Systems 
without References

• Compare human / natural language 
distributions to model-generated 
language distributions 

• Divergence between these two 
distributions can be measured by 
MAUVE

19
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20

LLM Evaluation mostly focuses on 
creating new benchmarks
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Benchmarks

21
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Then..

Now..
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Evaluation of LLMs

• Almost exclusively on downstream tasks, 
as opposed to intrinsic metrics 
• Intrinsic metrics, e.g. perplexity 

• Few popular multitask benchmarks 
• GLUE - Language Understanding Tasks 
• SuperGLUE - Language Understanding Tasks 
• HellaSwag - Commonsense Reasoning 
• Truthful QA - Fact Verification 
• MMLU - Massive Multitask Language Understanding, 

15908 knowledge and reasoning questions in 57 
areas including medicine, mathematics, computer 
science, law, and others 

• GSM - 8K Grade School Math  
• BigBench - subsumes some of these benchmarks

23
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MMLU

• Massive Multi-Task Language Understanding Benchmark 

• 57 tasks, across disciplines multiple-choice

• ”collected by graduate and undergraduate students 
from freely available sources online” 

• Evaluated on GPT-3 using few-shot prompting 

• Critique 
• Overused 
• Really about testing knowledge, not language understanding 

• MMLU-Pro [Wang+ 2024]: 
• Removed noisy/trivial questions from MMLU
• Expanded 4 choices to 10 choices 
• Chain-of-thought prompting

24 Hendrycks et al. 2020

https://arxiv.org/abs/2406.01574
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Benchmarks Today

25

GSM8K

MMLU
BigBench

HumanEval

Math
HELM

Alpaca2.0
GPQA

OpenLLMLeaderboard



Fall 2025 CSCI 444: NLP                                                                                                                                                                                                            

Language models are great at generating language

26
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Current LLM evaluation is done on a 
few popular benchmarks
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DynaBench 

• Open-source platform for 
dynamic dataset creation 
and model benchmarking 

• Adversarial benchmark 
generation 
• Create harder and harder 

examples 

• Critique: might lead to out-
of-distribution evaluation

28
Kiela et al. 2021
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Benchmark Tasks vs. Real-World Tasks

• We have evidence language models are getting better and better at math, inference, 
coding and many logical / analytical tasks 

• How about we go bold and test them directly on real-world tasks with real stakes? 

• Caveat: this will involve humans, and much manual labor

29

Some of the content in the following slides  contains sensitive content and can be upsetting
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LLM Evaluation

Data

Tasks / Skills

Requiring Long-form Responses

Model Internals

Criteria / Metrics

Baselines

Curation: Synthetic / “Hard”

Size / Efficiency Concerns

Distribution / “Quality”

Overlap with Train Set

Randomness in Prompting

Consensus in Generation / Reasoning 
Chains

Without Ground TruthEvaluators

Human: Control for Biases

LLM-Judges: Control for Biases / When to Use

?

?
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My Research

Evaluating Capabilities where there are No Right Answers: 
• Evaluating free-text explanations / reasoning chains 
• Evaluating LLM assistants in real world problems (e.g. social work, emergency response)  
• Evaluating personalized agents, simulations 
• Future: Biases in Human Evaluators of LLMs

31

Tasks / Skills

Criteria / Metrics
Evaluators
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Rethinking Evaluation 
Benchmarks

32

Benchmarks vs. real-world tasks
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@mention how about do something for all the homeless veterans and americans on the streets? you’ll give 
millions to the immigrants crossing our so called secure border but our homeless americans get nothing. you 

are merely trying to buy votes 

Need AI help for local politicians to understand public attitudes on homelessness to frame the most 
resonant message to inform public policy.

Easy peasy, we’ve got these amazing language 
models - let me do this for you in a couple of 

weeks, tops

~2.5M tweets on 
homelessness between 

2021-2023

Ranjit, … & Swayamdipta. EMNLP 2024.
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LMs in Communications / Social Work: Informing 
policies on homelessness 

34

0.30

0.38

0.45

0.53

0.60

F1-Score

0.510.52

0.46

0.54

Human
GPT-4
GPT-4 + Expert
Flan-T5 Large

Results in 6.5x speedup in annotation time!

With some effort, language models can be used 
as assistants for determining variables which could 

inform communication and public policy

Building a test set took more than 7-8 
months of laborious manual work

Ranjit, … & Swayamdipta. EMNLP 2024.
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Heard you have been helping out colleagues with language models. I need some help with analyzing 
suicide reports that help me validate my hypotheses on novel factors for designing suicide 

interventions.

22 year old white female hung herself in closet of her home. V was depressed over her job and 
family custody child support battle with her child. V suffered from depression and was 
receiving treatment. V had previous attempt of suicide and a note was found at the scene.

How often do victims interact with non-clinical personnel (e.g. 
legal professionals) in days before their death?

No legal interaction Explicit legal interaction Implied legal interaction

270K suicide reports

Ranjit, … & Swayamdipta. NeurIPS GenAI for Health. 2025.
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LMs in Social Work

36 36

Expert Label: 
implicit

reason  : There is 
no mention of legal 
interaction  
label  : none

Instructions: Your job is to annotate 
death narratives with {variable_name}.  

Definition: … 
Response Options: … 
* 0: No, Not Available, Unknown 
* 1: Yes 
Discussion: … 

Provide the reasoning for your answer, 
the span of text that you used to 
generate your answer and your response 
using the response options only and 
return your answer in the following 
format: {reason: reasoning, span: span 
of text, response: 1.0/0.0}
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Our research was going at the pace of a bullock 
cart and you came at it with a jet plane!

Speedup in process: weeks to hours!

Instead of performance alone, speedup in manual labor at the same performance level 
should be an important metric in real world tasks

10.4% of 270K suicide narratives 
had evidence of legal interactions!

Ranjit, … & Swayamdipta. NeurIPS GenAI for Health. 2025.
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Public Health: Emergency Response

37

As a volunteer emergency  responder, I’d like to automate part of the emergency 
response process using language models

A container labeled 
H₂SO₄ is leaking 

with a sharp, 
choking odor.  We 

need help!

The common name of 
H₂SO₄ is Sulfuric Acid.

Hazard: Highly corrosive and 
reactive. Recommended PPE: 
Latex gloves, face shield, and 
respirator. Action: Evacuate a 
10-foot radius around the spill, 
ensure proper ventilation, and 
establish a 300-foot exclusion 

zone downwind.

30 seconds later

How do I best respond to an 
incident involving Sulfuric 

Acid?

1 minute later

I'm first on scene with no fire 
extinguisher. What's the safest way 

to handle a Sulfuric Acid fire?

Use a dry chemical instead of a 
CO₂ fire extinguisher.

Task 1: Chemical Translation Task 2: Incident Response Task 3: HazMat QA

Am I ready to 
provide accurate 
support within 

seconds? 30 seconds later

30 seconds later

30 seconds later

Find “Sulfuric Acid” in a 400-
page Emergency Response 

Guidebook (ERG).

Search online. Wait for someone with more 
resources or experience to arrive.

3 minutes later

What is the common 
name of H₂SO₄?

Real-world tasks are still hard to evaluate directly, need to be broken down. 
And human involvement is still important 

Surana, Ye & Swayamdipta. NeurIPS LLM-Eval. 2025.
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Education

38

I feel very shy around my teacher, so 
I ask all my questions to ChatGPT.

Umm… does it help you every time?

I dunno…
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Interpretations

Joshi, … , Swayamdipta and Ren. EMNLP 2025

Graduate High
Schooler

Elementary
Schooler

Generate an explanation for…
Why is the sky blue?

Selective scattering is 
proportional to the 

inverse fourth power 
of wavelength..

Blue is scattered by air 
molecules because it 

travels as shorter, 
smaller waves…

We mostly see blue 
because it's bouncing off 
the air more than other 

colors…

Task: Choose the educational background 
appropriate for understanding this 
explanation for the why question

Why is the sky blue? Graduate

High-
schooler

Elementary-
schooler

Explanation for Graduate 

Selective scattering is 
proportional to the 

inverse fourth power 
of wavelength..



Fall 2025 CSCI 444: NLP                                                                                                                                                                                                            

Evaluator Efforts and Effects on Human Evaluation

• Human evaluators seem to like language model responses 
• especially those with limited training / experience  
• experts tend to disagree more with LMs, but can often miss important details too

39
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Rethinking Benchmark Tasks

• Our notion of task difficulty might have limitations; using real-world 
problems to guide tasks is as important as collecting “hard” 
benchmarks. 
• Over-reliance on a few select benchmarks (each with a single aggregate metric) might 

give us a false sense of progress 

• Quantitative evaluation of language models on real-world tasks is 
hard, requires humans with domain expertise 

• Task itself needs to be broken down into smaller parts for ease of evaluation 

• Harder tasks (no right answers, experts might disagree): Human 
verification, real data 

• Easier tasks (possible right answers): Auto evals, synthetic data

40
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Evaluation of Language Models

• Important task, if there ever was one! Given a fixed model, how "good" is it? 

• Perplexity is still of extreme importance, even though an intrinsic metric 

• TL;DR
• There is no one true evaluation; choose the evaluation depending on what you're trying to measure.
• Always look at the individual instances and the predictions. 
• There are many aspects to consider: capabilities, safety, costs, realism.
• Clearly state the rules of the game (methods versus models/systems). 

• Benchmarks vs. Vibes

41


