
Lecture 16: 
Post-Training LLMs

Instructor: Swabha Swayamdipta 
USC CSCI 444 NLP 

Nov 3, 2025

Some slides adapted from Qinyuan Ye, Justin Cho, Dan Jurafsky and Chris Manning



Fall 2025 CSCI 444: NLP                                                                                                                                                                                                            

Announcements + Logistics

• Today: Quiz 4 

• Wed: Paper Discussions in Class 
• Before class: Read 3 papers, okay not to understand everything 
• During class: Discuss the paper and your questions with your classmates 
• After class: Submit a 500 word report on the readings, ranking your papers and justifying why 
• Three papers 

• DPO 
• LoRA 
• InstructGPT 

• By Wednesday: Progress Report Grades
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Quiz 4 
Password: nucleus
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Lecture Outline

• Announcements and Logistics 

• Quiz 4 

• Instruction Tuning 

• Prompting 

• Preference Tuning
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Training LLMs
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A significant, yet 
small part of the 

LM training phase

Shoggoth; slide credit: Justin Cho
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• Pre-training on large 
corpus of text 

• Produces a Base 
Language Model 

• Continued Pre-training 
for domain adaptation 
(optional; sometimes 
called mid-training, 
stage 1.5) 

Three Stages of Training LLMs
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• Post-training for Task 
Adaptation 

• Seq2Seq Instruction 
Tuning (Supervised 
Finetuning, different 
meaning than BERT-
style classification 
tasks)

Stage 1

• Post-training for Preference Alignment 
• Either Reinforcement Learning with 

Human Feedback : Train a 
supervised classifier (reward model) 
on human demonstrations to 
provide feedback to LM. 
Reinforcement learning to maximize 
rewards given by reward model  

• Or, train with a preferred and a 
dispreferred generation (more 
popular now)

Stage 2

• Inference: Prompting with Instructions and Demonstrations (also called examples, shots)

Stage 3

Inference
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Pre-training and Post-training
• The term “training” is no longer specific enough :)  

• Pre-training: Self-supervised, standard next token prediction 

• Post-training: Supervision (sequence to sequence) 
• Instruction-Tuning: Supervision is not necessarily via labels, but 

sequence pairs. Labels in standard NLP benchmarks can be 
converted into sequence pairs 

• Preference-Tuning: Collects human judgments / preferences as 
rewards, or a pair of preferred / dispreferred generations
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Post-training converts next-word 
completion models into world 

models (agents, assistants) with 
many capabilities!
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Instruction-Tuning LLMs 
for Task Adaptation
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Instruction Tuning

• Pretraining: 
• Train a model to continue a given 

context 

• Instruction Tuning: 
• Train a model to follow varied 

instructions 
• Needed because the vast majority of 

pretraining is done on data which are not 
in the form of instructions 

• Fine-tuned (using the next-token-
prediction objective) on a dataset of 
instructions together with correct 
responses
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“Multitask Prompted Training Enables Zero-Shot Task Generalization” (Sahn et al., 2022)
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Instruction Tuning and Task Generalization

• During instruction tuning, the model 
learns to follow instructions of given 
tasks 

• At test time, it generalizes to follow 
instructions on unseen tasks!
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“Cross-Task Generalization via Natural Language Crowdsourcing Instructions” (Mishra et al., 2022)
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Instruction Tuning Data
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Super-NaturalInstructions. (Wang et al., 2022)

More data (instructions) 
→ better model

Diverse data (instructions) 
→ better model

“Self-Instruct: Aligning Language Models with 
Self-Generated Instructions” (Wang et al., 2023)

https://arxiv.org/abs/2212.10560
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Instruction Tuning Data

• Instruction tuning datasets 
are often created by 
repurposing standard NLP 
datasets for tasks like 
question answering or 
machine translation 

• Often synthesized! 
• Prompting existing LLMs  

• More variety in the 
instruction templates  → 
better models!
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“The Flan Collection: Designing Data and Methods for Effective Instruction Tuning” (Longpre et al., 2023)
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Instruction Tuning: Masking Instructions
• We’re still using decoder-only models (the same as we used in pre-training) 

• How to update these models for an encoder-decoder like behavior? 

• The instruction itself is masked, so the model does not generate instructions

13
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Parameter-Efficient Fine-tuning

• Fine-tuning can be very difficult and expensive with LLMs 
• enormous numbers of parameters to train; think 70B parameters, and their gradients!! 
• each pass of batch gradient descent has to backpropagate through many many huge layers.  

• Alternative: allow a model to be finetuned without changing all the parameters.   
• parameter-efficient fine tuning or PEFT,  
• efficiently select a subset of parameters to update when finetuning and keep the rest frozen 

• Examples: Adapters, Prefix-Tuning, LoRA or Low Rank Adaptation14
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LoRA: Low-Rank Adaptation

• Instead of updating weight matrices in attention layers during 
finetuning, Low-Rank Adaptation eases this by updating a low-rank 
approximation of the matrix : matrices  and  which are far smaller 

• LoRA freezes the pre-trained model weights and injects trainable rank 
decomposition matrices into each layer of the Transformer architecture 

• Gradient updates are reparametrized as  
• Where  and  are low-rank matrices, the only matrices to be updated 

• LoRA can reduce the number of trainable parameters by 10,000 times 
and the GPU memory requirement by 3 times for GPT-3 175B 

• Usually comes at a (small) cost to performance

W0 + ΔW = W0 + B ⋅ A
B A

15

LoRA. Hu et al., 2021

https://arxiv.org/abs/2106.09685
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Lecture Outline

• Announcements and Logistics 

• Quiz 4 

• Instruction Tuning 

• Prompting 

• Preference Tuning
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Interacting with LLMs: 
Prompting

17
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Interfacing with Large Language Models

• Once trained, language models can be very powerful 
• The power only increases with scale 
• Most tasks in NLP can be formatted as sequence completion tasks 
• How to interface with a language model to extract relevant information? 

• Prompting (or In-Context / Few-Shot Learning): the ability to do many tasks with no 
gradient updates and no / a few examples, by simply:  
• Specifying the right sequence prediction problem 
• You can get interesting zero-shot behavior if you’re creative enough with how you specify your task!

18
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Prompting
• Interface to a language model: prompts in natural 

language 

• Very large language models seem to perform some 
kind of “learning” without gradient updates!!! 
“Learn”simply from examples you provide within 
their contexts 
• Sometimes called in-context learning 
• Misnomer: no learning (parameter update) actually happens during 

prompting 

• Can be zero shot (without examples) or few-shot 
(with a few examples) 
• Typically <10 
• With powerful LLMs, 0-shot approaches are all you need!

19

“Language Models are Few-Shot Learners” (Brown et al., 2020)

Zero-Shot

Few-Shot
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Prompting: Success

• Much more flexible than older 
formulation of pre-training 
encoder-only models and fine-
tuning to specific classification 
tasks (the BERT paradigm) 

• Now, pre-train and instruction 
tune one large model and 
prompt it to do a variety of 
tasks! 

• Much much more 
generalizability! 

20
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Why does prompting work so well?
• Induction heads 

• Discovered by looking at mini language models with only 1-2 attention heads 

• If the model sees the pattern AB … A in an input  sequence,  it predicts that B will follow, instantiating the pattern 
completion rule AB… A→ B 

• Perhaps a generalized fuzzy version of this pattern completion rule, implementing a rule like A*B* … A→ B*, where 
A* ≈ A and B* ≈ B (by ≈ we mean some form of semantically similarity), might be responsible for in-context learning

21
“In-context Learning and Induction Heads” (Olsson et al., 2022)
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Prompting Limitations: Prompt Design
• Task performance is sensitive to prompt design 

• Formatting 
• Ordering of demonstrations 
• Wording of the prompt

22

Sclar et al., ICLR 2024

“Calibrate Before Use: 
Improving Few-Shot 

Performance of Language 
Models” (Zhao et al., 2021)
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Chain-of-Thought Prompting

• Since the model is trained on 
lots and lots of language 
data, perhaps relying on its 
capabilities to generate 
language can make it more 
accurate!

23
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Zero-Shot Chain-of-Thought Prompting

• The model may not even 
need examples of 
reasoning, it may be able 
to “reason” on its own if 
provided the right trigger 
context

24
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Chain-of-Thoughts Performance

25

Kojima et al., 2022

There seems to be some wiggle room  in the 
exact prompt to be used for achieving the best 

performance!
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Prompt Engineering and Auto Prompts

26

Job: keep trying new prompts for better 
performance, usually via tedious trial-

and-error efforts

Automatic Prompt Engineer (APE). LLMs Are Human-Level 
Prompt Engineers. Zhou et al., ICLR 2023
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Lecture Outline

• Announcements and Logistics 

• Quiz 4 

• Instruction Tuning 

• Prompting 

• Preference Tuning
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Preference Tuning: Aligning 
Models with Human Preferences

28
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The need for preference alignment

• Make LLMs more helpful 
• Supervised Finetuning: Instruction Tuning 
• Prompting 
• Provide better assistance 

• Make LLMs less harmful 
• Avoid unsafe responses which may cause harm (e.g. privacy) 

• Model alignment with human preferences aims to achieve both! 
• Algorithms may involve reinforcement learning (such as PPO, GRPO) or not (DPO)

29

Ouyang et al., 2022; J&M Chap 12

A Pre-trained GPT-3
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Preference Alignment

• Let’s say we were training a language model on some task (e.g. summarization).  

• For an instruction  and a LM sample , imagine we had a way to obtain a human reward 
of that summary: , higher is better.

x y
R(x, y) ∈ ℝ

30

• Maximize the expected reward of samples from our LM:  𝔼 ̂y∼pθ(y|x)[RMϕ(x, ̂y)]
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31

Instruction Tuning!
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Preference Data

• Getting on-the-fly annotations with a human-in-the-
loop is expensive!  
• Instead of directly asking humans for preferences, model their 

preferences as a separate (classification / regression) problem!  

• Human judgments are noisy and miscalibrated!  
• Instead of asking for direct ratings, ask for pairwise comparisons, which 

can be more reliable 
• Nowadays, mostly LLM judges 

• Train a reward model,  to predict human 
reward from an annotated dataset 
• Pairwise preferences converted into scores

RMϕ(x, y)

32
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Reward Modeling

33
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Reinforcement Learning with Human Feedback

• Ingredients 
• An instruction-tuned LM   

• A reward model   

• Step 3 involves:  
• Copy the model to  

• Optimize:  

• But, we still want a good instruction-tuned model, not just a 
reward maximizer 
• Hence, we add a penalty for drifting too for from the initialization: 

 

• Use a reinforcement learning algorithm, like Proximal Policy Optimization (PPO) 
to maximize the above

pSFT( ̂y |x)
RMϕ(x, y)

pRL
θ ( ̂y |x)

𝔼 ̂y∼pRL
θ ( ̂y|x)[RMϕ(x, y)]

𝔼 ̂y∼pRL
θ ( ̂y|x)[RMϕ(x, y) − β log

pRL
θ ( ̂y |x)

pSFT( ̂y |x) ]

34
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Reinforcement Learning

35
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RLHF to DPO
• Reinforcement Learning is tricky to train 

well, as well as computationally 
expensive 

• Can we do supervised learning instead? 

• Direct Preference Optimization (DPO) 
[Rafailov et al., 2023]! 

36

Secrets of RLHF. Zheng et al., 2023

• Clever trick: we really only need the difference between the rewards for preferred output  and 
dispreferred output  

• Change the reward model  as a modification of the language model itself:  

• Everything is now a supervised learning objective!

(yw)
(yl)

RMθ(x, y) pRL
θ ( ̂y |x)

LDPO(θ) = − 𝔼(x,yl,yw)∼D[log σ(β log
pRL

θ (yw |x)
pSFT(yw |x)

− β log
pRL

θ (yl |x)
pSFT(yl |x) )]
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RLHF for powerful reasoning models
• Mathematical reasoning is now 

possible in language models due to 
powerful RLHF techniques 
• Demonstrated by Deepseek-R1 and others

37
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Preference Tuning: Parting Thoughts

• We want to optimize for human preferences as it’s an important step towards LLM safety 
• Instead of humans writing the answers or giving uncalibrated scores, we get humans to rank different LM generated 

answers  

• Reinforcement learning from human feedback  
• Train an explicit reward model on comparison data to predict a score for a given completion  
• Optimize the LM to maximize the predicted score without deviating too much   
• Very effective when tuned well, computationally expensive and tricky to get right  

• Direct Preference Optimization  
• Optimize LM parameters directly on preference data  
• Simple and effective, similar properties and performance to RLHF 

• Future Class: Safety and Harms of LLMs
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