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Announcements + Logistics

• HW3 Released 
• Next Week: HW2 grades out 
• Next Wed: Project Progress Report Due 
• Today: Quiz 3
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Lecture Outline

• Recap: Tokenization  
• Natural Language Generation 

• Classic Inference Algorithms: Greedy and Beam Search 
• Modern Generation: Sampling
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Recap: Tokenization in 
Modern LMs
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The Input Layer

• So far, we have made some assumptions about a 
language’s vocabulary 

• Our approach so far: use a known, fixed vocabulary  
• Built from training data, with tens of thousands of 

components 
• However, even with the largest vocabulary, we may 

encounter out-of-vocabulary words at test time 
• Our approach so far: map novel words seen at test 

time (OOV) to a single UNK
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 Word structure and subword models

• Common words end up being a part of the subword vocabulary, while rarer words are 
split into (sometimes intuitive, sometimes not) components.  

• In the worst case, words are split into as many subwords as they have characters. 
• Llama 3 uses a tokenizer with a vocabulary of 128K tokens
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Byte-pair encoding

• Byte-pair encoding merges characters or character sequences 
• Algorithm: 

1. Start with a vocabulary containing only characters and an “end-of-word” symbol.  
2. Using a corpus of text, find the most common adjacent characters “a,b”; add “ab” as a subword  

• This is a learned operation! However, not a parametric function 
• Only combine pairs (hence the name!) 

3. Replace instances of the character pair with the new subword; repeat until desired vocabulary 
size.  

• At test time, first split words into sequences of characters, then apply the learned operations to merge 
the characters into larger, known symbols 

• WordPiece Modeling: Similar to BPE 
• Each word is initially split by adding a prefix (##) to all the characters inside a word
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BPE in action
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Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/ 

https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/
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BPE in action

9
Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/ 

https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/
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BPE in action

10
Source: https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/ 

After 10 merges

https://www.analyticsvidhya.com/blog/2020/05/what-is-tokenization-nlp/
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WordPiece Modeling

• Algorithm from Google, similar to BPE 
• Identifies subwords by adding a prefix (##) 

• Each word is initially split by adding ## to all the characters inside a word 
• So, for instance, “word” gets split like this: w ##o ##r ##d 
• For this vocabulary:  

• ("hug", 10), ("pug", 5), ("pun", 12), ("bun", 4), ("hugs", 5) 
• Splits may look like:  

• ("h" "##u" "##g", 10), ("p" "##u" "##g", 5), ("p" "##u" "##n", 12), ("b" "##u" 
"##n", 4), ("h" "##u" "##g" "##s", 5) 

• On merging, ## between the two tokens is removed 
• This explains the presence of the token “##ing”
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WordPiece Modeling Outcome

• Different stopping criteria: number of merges or size of resulting vocabulary 
• In the worst case, at test time, words are split into as many subwords as they have characters 
• Common words end up being a part of the subword vocabulary, while rarer words are split 

into (sometimes intuitive, sometimes not) components
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WordPiece Outcome
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Quiz 3 
Password: attention
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Natural Language 
Generation
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Natural Language Generation

• Natural Language Generation (NLG) is the workhorse of many 
classic and novel applications 
• AI Assistants, like ChatGPT 
• Translators and Summarizers  

• NLG and Natural language understanding (NLU) are two sides of 
the same coin 
• Natural language understanding: Learning representations that 

perform well on downstream tasks 
• To generate good language, one needs to understand language 
• If you understand language, you should be able to generate it 

(with some effort)
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NLG Use Cases
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Summarization

Task-driven 
Dialog
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Dialog
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More Interesting NLG Uses
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Rashkin et al., 2020 Parikh et al., 2020

Krause et al., 2017
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Broad Spectrum of NLG Tasks
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Open-ended generation: the output distribution still has high freedom.  

Non-open-ended generation: the input mostly determines the output generation.
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Broad Spectrum of NLG Tasks
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Language Generation: Fundamentals

In autoregressive text generation models, at each time step , our model takes in a sequence of tokens as input  
 and outputs a new token,  

For model  and vocabulary , we get scores 

t
S = fθ(y<t) ∈ ℝV ̂yt

fθ ( ⋅ ) V S = fθ (y<t) ∈ ℝV
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Text Generation Model

̂y0 ̂y1 ̂yt ̂yt+1 ̂yt+2

̂yt ̂yt+1̂yt−1̂y0

…

y−1 = <s>

…

P(w |y<t) =
exp(Sw)

∑v∈V exp(Sv)
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Language Generation: Training

• Trained one token at a time to maximize the probability of the next token  given preceding 
words  

y*t
y*<t
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Text Generation Model

y*0 y*1 y*t y*t+1 y*t+2

y*t−1

…

y*−1 = <s>

…

ℒ = −
T

∑
t=1

log P(yt |y<t) = −
T

∑
t=1

log
exp(Syt|y<t

)
∑v∈V exp(Sv|y<t

)

• Classification task at each time step trying to predict the actual word  in the training data  

• “Teacher forcing” (reset at each time step to the ground truth)
y*t

y*ty*0
y*t+1
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Teacher Forcing

• Strategy for training decoders / language models 

• At each time step  in decoding we force the system to use the gold target token from 
training as the next input , rather than allowing it to rely on the (possibly erroneous) 
decoder output  

• Runs the risk of exposure bias! 
• During training, our model’s inputs are gold context tokens from real, human-

generated texts 
• At generation time, our model’s inputs are previously–decoded tokens

t
xt+1

̂yt
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Language Generation: Inference

•  The “obvious” decoding algorithm is to greedily choose the highest probability next 
token according to the model at each time step
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• At inference time, our decoding algorithm defines a function to select a token from this 
distribution:

g = arg max

̂yt = g(P(yt |y<t))

Inference / Decoding Algorithm

̂yt = arg max
w∈V

(P(yt = w |y<t))
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Classic Inference Algorithms: 
Greedy and Beam Search
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Decoding

• Generation from a language model is also called decoding 
• Think encoder-decoder 
• Also called inference 

• Strategy so far: Take  on each step of the decoder to produce the most probable 
word on each step 

• This is called greedy decoding 
• Greedy Strategy: we are not looking ahead, we are making the hastiest decision 

given all the information we have

arg max
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Greedy Decoding: Issues

• Greedy decoding has no wiggle room for errors! 
• Input: the green witch arrived 
• Output: Ilego 
• Output: Ilego la  
• Output: llego la verde  

• How to fix this? 
• Need a lookahead strategy / longer-term planning
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Exhaustive Search Decoding

• We could try computing all possible sequences  

• This means that on each step  of the decoder, we will be tracking  possible partial 
translations, where  is the vocab size  

• This  complexity is far too expensive!

y
t Vt

V
O(VT)
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• Ideally, we want to find a ( length ) translation  that maximizesT y
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Beam Search Decoding

• Core idea: On each step of decoder, keep track of the  most probable partial 
translations (which we call hypotheses)  

•  is the beam size (in practice around 5 to 10, in NMT) 

• A hypothesis has a score which is its log probability: 

• Scores are all negative, and higher score is better  

• We search for high-scoring hypotheses, tracking top  on each step 

• Beam search is not guaranteed to find optimal solution  
• But much more efficient than exhaustive search!

k

k

k
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Beam Search Decoding: Example

29 Slide credit: Chris Manning
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Beam Search Decoding: Example

30 Slide credit: Chris Manning
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Beam Search Decoding: Example

31 Slide credit: Chris Manning
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Beam Search Decoding: Example

32 Slide credit: Chris Manning
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Beam Search Decoding: Example

33 Slide credit: Chris Manning
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Beam Search Decoding: Example

34 Slide credit: Chris Manning
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Beam Search Decoding: Example

35 Slide credit: Chris Manning
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Beam Search Decoding: Example

36 Slide credit: Chris Manning
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Beam Search Decoding: Example

37 Slide credit: Chris Manning
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Beam Search Decoding: Example

38 Slide credit: Chris Manning
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Beam Search Decoding: Example

39 Slide credit: Chris Manning
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Beam Search Decoding: Example

40 Slide credit: Chris Manning
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Beam Search Decoding: Example

41 Slide credit: Chris Manning



Fall 2025 CSCI 444: NLP                                                                                                                                                                                                            

Beam Search Decoding: Stopping Criterion

• Greedy Decoding is done until the model produces an </s> token 
• For e.g. <s> he hit me with a pie </s> 

• In Beam Search Decoding, different hypotheses may produce </s> tokens at different 
time steps  
• When a hypothesis produces </s>, that hypothesis is complete  
• Place it aside and continue exploring other hypotheses via beam search  

• Usually we continue beam search until:  

• We reach time step  (where  is some pre-defined cutoff), or  

• We have at least  completed hypotheses (where  is pre-defined cutoff)
T T

n n
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Beam Search Decoding: Parting Thoughts

• Problem with this: longer hypotheses have lower scores 
• Fix: Normalize by length. Use this to select top one instead

43

• We have our list of completed hypotheses. Now how to select top one? 

• Each hypothesis  on our list has a scorey1, …, yt

But this is expensive!
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Maximization Based Decoding

• Either greedy or beam search 
• Beam search can be more effective with large beam width, but also more expensive 
• Another key issue: 

44

Generation can be bland or 
repetitive (also called degenerate)

Holtzmann et al., 2020


